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ABSTRACT

Assessing artistic creativity has long been a challenge. Tradi-
tional tests are widely used but often require time-consuming
manual scoring. Thus, researchers are exploring a new way,
such as machine learning (ML), to automate the assessment.
Recent research on visual artistic creativity assessment has
demonstrated that ML methods are effective but constrained
by their reliance on visual data alone. This study integrates
textual descriptions alongside visual data for a more holis-
tic assessment of paintings’ creativity, which is more sophis-
ticated to measure than simple sketches. The multimodal
model was fine-tuned and leveraged both visual and textual
inputs. It achieved approximately 95.3% accuracy in predict-
ing the painting creativity scores, demonstrating a strong pos-
itive correlation (Pearson r = 0.96) with expert ratings. The
study allows a text-image evaluation of paintings’ creativity
to better align with human interpretations.

Index Terms— visual artwork, creativity, automated cre-
ativity scoring, machine learning, multimodal model

1. INTRODUCTION

Creativity is increasingly recognized as a critical skill in
the 21st century, essential for driving innovation, address-
ing complex problems, and fostering social skills [1]. It
is considered a cornerstone of education and a key ability
in preparing individuals for future workforce demands [2].
Creativity also occupies a prominent position in frameworks
such as Bloom’s taxonomy and the Program for Interna-
tional Student Assessment (PISA), highlighting its value as
a higher-order cognitive skill [3| 4]. Despite its importance,
assessing creativity, particularly artistic creativity, remains a
major challenge due to its subjective and multidimensional
nature [5].

1.1. Definition of Creativity

Creativity involves producing something that is both original
and effective, and originality refers to the extent to which a
solution or idea is novel, surprising, or unique [6]. In terms
of creativity in art, it emerges from a complex interplay of
the individual characteristics and process of the creator, the

artifact or product they create, and the surrounding social-
cultural context [7]. As famous psychologist Mihaly Csik-
szentmihalyi stated, art creativity is not only an internal spark;
it is also heavily influenced by domain conventions and audi-
ence reception, such as paintings [8].

1.2. How Creativity Emerges

According to Guilford [6], the creative process commences
with problem recognition and definition, a stage character-
ized by convergent thinking aimed at identifying a specific
problem that needs a solution.

Next, idea generation employs divergent thinking—the
capacity to develop numerous varied and novel solutions for
an open-ended problem. A popular divergent thinking tech-
nique is brainstorming, which aims to foster a multitude of
ideas without initial judgment.

After generating a wide range of relevant and original
ideas, the creative problem solving process moves to evalu-
ating and selecting the most creative ones. This stage, unlike
idea generation, depends on convergent thinking skills.

Finally, solution validation evaluates the chosen solution
to confirm that the solution successfully addresses the speci-
fied problem. This phase uses both convergent and divergent
thinking, because it involves applying the solution and possi-
bly refining it based on feedback [[7].

Figure [I] shows the key steps of how creativity emerges
based on Guilford’s theory.

1.3. Creativity Assessment

Historically, creativity assessment has relied on human judg-
ment. One well-known example is the Torrance Tests of Cre-
ative Thinking (TTCT) [9} [10], which ask participants to list
unusual uses for an object or complete drawings based on
abstract figural prompts, and responses are typically scored
manually in terms of fluency, flexibility, originality, and elab-
oration. Similarly, the widely used Consensual Assessment
Technique (CAT) involves experts evaluating creative prod-
ucts (e.g., artworks, stories) based on either established or
context-specific criteria [11]. These methods, while consid-
ered gold standards in the field of creativity, have clear limita-
tions: they are labor-intensive (requiring trained raters), time-
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Fig. 1. The key steps of creativity emergence [6]

consuming to score, and often only feasible for small-scale
evaluations [12]. Moreover, traditional tests like TTCT fo-
cus heavily on divergent thinking — for instance, how many
novel ideas one can generate — which captures only part of
the creative spectrum and divergent thinking (DT) scores may
undervalue other aspects of creativity such as artistic style,
emotional impact, or technical skill [[13].

2. AI OR ML FOR CREATIVITY ASSESSMENT

Given the challenges associated with conventional creativity
assessment methods, there is growing interest in leveraging
advanced technologies, such as AI, ML and deep learning, to
automate creativity assessment and develop more precise, ob-
jective, and efficient assessment tools. In the domain of visual
arts, researchers have begun exploring whether computers can
“judge” creativity in drawings or paintings in a manner con-
sistent with human experts [[14]]. For example, Cropley and
Marrone developed an automatic scoring system using a
convolutional neural network (CNN) model to classify draw-
ings from high to low creativity. Patterson et al. also used
a CNN model, but incorporated a regression layer to generate
continuous creativity scores for a larger sample dataset. A
recent study by Acar et al. [5] suggests that a multimodal
model-CLIP (Contrastive Language-Image Pre-training) reli-
able for scoring the creativity of drawings.

However, prior research on assessing creativity in visual
art has focused on drawings. This study aims to assess the cre-
ativity of paintings through the development of a multimodal
ML model. Figure [2]shows the difference between drawings
in typical DT tests and a painting we study.

it

Fig. 2. Comparison of drawings in a typical DT figural cre-
ativity test and a random painting in this study [14].

2.1. What’s new in our study?

This study specifically integrates CLIP’s multimodal capa-
bilities by incorporating textual descriptions of paintings
alongside visual data. This approach enables a richer and
more holistic assessment of human creativity in paintings.
Within the creativity assessment area, this is one of the first
efforts to evaluate artistic creativity—ranging from children’s
artwork to famous masterpieces—using a vision-language
model. We extend previous image-only approaches by pro-
viding the model with contextual information through brief
textual descriptions of each painting.

We also emphasize the cross-domain relevance of our
method: it demonstrates how combining modalities can en-
hance the understanding of visual content more broadly. Sim-
ilar multimodal strategies could improve tasks such as image
captioning, visual question answering, or aesthetic quality
assessment, where purely visual methods may overlook con-
textual nuances that text can provide. This work highlights
the potential for Al systems that understand not only the
“pixels” but also the “story” behind human creativity.

3. DATASET AND RUBRICS

The dataset in this study comprised 1,000 paintings curated
from three distinct sources, the proportion of paintings in
each category roughly matches expert-rated score ranges,
respectively (0-75, 75-95, 95-100), with a wide range of cre-
ative content and high quality (minimum 600x600 pixels)
: Children’s Paintings (750 images): These were acquired
through a licensed collection from iStock in high quality,
using keywords like “kids painting” to retrieve amateur child
art. The subjects in this subset tend to be simple and famil-
iar. Professional Artists’ Paintings (200 images) — Sourced
from Wikimedia Commons, these paintings were created by
various (often unknown or less famous) artists. We used
a similar key-words search selection method, choosing the
first 200 images meeting the resolution criteria. These works
generally exhibit greater technical proficiency, detail, and
complexity of composition. The subjects vary widely (por-
traits, landscapes, abstract concepts), providing richer visual
features. Famous Masterpieces (50 images) — we incorpo-



rated 50 iconic paintings (e.g., Leonardo da Vinci’s Mona
Lisa, Van Gogh’s Starry Night). These were sourced from
public domain images. They represent high-creativity exam-
ples against which the model’s sensitivity to creativity can be
tested. Each painting is accompanied by a textual description.
For children’s and professional paintings, descriptions were
provided by either the original source or generated by the re-
searchers to summarize the content or artist intention. These
texts range from simple content descriptions (“A child’s draw-
ing of a family in a house, with smiling stick figures”) to more
elaborate explanations of meaning or technique (especially
for the professional paintings). For those famous works, brief
art-historical notes or the artist’s own commentary (when
available) were used.

3.1. Expert Ratings and Rubric

Two experts in visual arts and creativity research indepen-
dently rated all paintings using a standardized rubric, assign-
ing 0-20 points in each of five dimensions:

Originality: Novelty, imagination, or unexpectedness; high
scores for innovative concepts or stylistic originality.

Color: Use of color, harmony, contrast, and emotional im-
pact; high scores for skillful or bold choices.

Texture: Perceived texture and technique (e.g., brushstrokes);
high scores for complex or skillful texture.

Composition: Arrangement and design; high scores for bal-
anced or intentionally unconventional layouts.

Content: Thematic depth or message; high scores for rich
meaning, storytelling, or emotional impact.

Scores were summed (total 0-100), treating all dimen-
sions equally, following the Consensual Assessment Tech-
nique [11] and Lu et al. [16]. Final creativity scores were
the average of both experts’ ratings. Inter-rater reliability was
high (Intraclass Correlation Coefficient = 0.99), indicating
strong consistency.

4. MULTIMODAL MODEL RATIONALE

We fine-tuned a Transformer-based multimodal regression
model to predict the creativity scores of human paintings,
leveraging both visual and textual inputs. Our model builds
upon CLIP model by OpenAl [17], which learns a joint
embedding space for image-text pairs through contrastive
learning. Meanwhile, we augmented CLIP’s textual embed-
dings with MiniLM sentence model [18]] to enrich the textual
representations with nuanced semantic features.

4.1. CLIP Model Overview

CLIP consists of two separate Transformer-based encoders:
A Vision Transformer f, that maps an image I, to a dense
embedding v; € R?. A Text Transformer f; that maps a cor-
responding caption 7} to a text embedding t; € R?. The

model is trained on a large-scale dataset of image-text pairs
to maximize the similarity of matching pairs while minimiz-
ing the similarity of mismatched pairs in a shared embedding
space. This is achieved using a contrastive loss, which for a
batch of IV image-text pairs is defined as Equation [T}

N
1 exp(cos(v;, t;)/7)

L= N E log ZN
=1

=1 exp(cos(vi, t;)/7)

(D

where cos(, ) is cosine similarity, 7 is a temperature hyper-
parameter. This bidirectional loss ensures alignment between
images and their corresponding texts while maintaining sepa-
ration from unrelated samples.
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Fig. 3. Multimodal model: CLIP image and text (MiniLM)
embeddings are fused for creativity prediction.

4.2. Data Preprocessing

All images were resized to 336x336 pixels for CLIP, with ran-
dom augmentations (cropping, flips, rotations) applied dur-
ing training to boost variability and reduce overfitting. Text
descriptions were cleaned, tokenized with CLIP’s tokenizer,
and encoded into two vectors: torrp € R?12 (CLIP text en-
coder output) and tyrinizns € R3% (MiniLM sentence em-
bedding). These were concatenated to form the final text fea-
ture ¢; € R3% for each painting.

4.3. Multimodal Feature Fusion

As shown in Figure [3] each image I; is encoded to a 512-
d vector v; by the CLIP vision encoder. The text feature



t; (CLIP+MiniLM, 896-d) is concatenated with v; to form
fi = [vi;t;] € R This fused vector passes through a
small feed-forward network (two linear layers) to predict the
creativity score.

4.4. Training and Validation

The overall model was trained end-to-end using Mean Squared
Error (MSE) loss Lerip = + vazl [y; — ;)% where y; is the
ground-truth creativity score and ¢; the model’s prediction.
Optimization was performed using the AdamW optimizer
(learning rate = le-5, batch size = 16). The dataset was
split into 80% for training and 20% for testing. To prevent
overfitting given the relatively small dataset, we employed a
20% dropout on the final embedding layer and early stopping
if validation loss (via a 10-fold cross-validation on training
set, given no separate validation split) did not improve for 5
consecutive epochs. We verified that the model did not overfit
by observing training vs. cross-validation error convergence
(training MAE 4.5, cross-val MAE 5.0 at best epoch).

5. RESULTS
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Fig. 4. The multimodal model predicted creativity scores vs.
human expert scores for 200 test paintings

After training, the predictions closely matched the expert-
provided creativity scores. Figure[d]shows a scatter plot of the
model’s predicted scores vs. the actual human scores for all
200 test paintings, with a green dot line indicating the ideal
y = x (perfect agreement). The points cluster tightly around
the diagonal, reflecting a exceedingly strong correlation.

Quantitatively, the model achieved an average Pearson
correlation of » = 0.962 with the ground-truth scores (p <
0.001). This indicates a strong linear relationship — (dur-
ing the training Best Pearson Correlation=0.965). The high-
est coefficient of determination (R?) is about 0.93, mean-
ing the model’s scores can explain ~93% of the variance in
human scores. It also reported the average Mean Absolute
Error (MAE) on test predictions: 4.8 points on the 0—100
scale, which means on average the model was off by less than
5 points in either direction. Given the inherent subjectivity
(even human judges often differ by a few points), an average
error of ~4.8 is quite low. If we consider a tolerance window
— within 45 points is accurate — the model’s score falls in
that window about 95% of the time, effectively 95% accuracy
within 5 points. Comparing to the baseline, Table[T|shows the
multimodal model outperformed the visual-only CNN model.

Table 1. Performance comparison of multimodal model
against the CNN model when training on 1000 paintings.

Method MAE ({) P-r (1) Accuracy (1)
CNN 5.65 0.946 94.3%
CLIP Image+Text 5.05 0.959 94.9%
Multimodal 4.74 0.965 95.3%

To further analyze the contribution of each modality, we
conducted an ablation study. Table [2] summarizes the results
for different combinations of image, text, and MiniLM fea-
tures.

Table 2. Ablation study results for different modality combi-
nations. Bold indicates best results. v" denotes inclusion of a
modality.

Input Modality ‘ Performance
Image Text MiniLM | MAE (]) Pearson () Acc. (1)
v/ 5.47 0.952 94.5%
v/ 8.13 0.899 91.9%
v/ 8.39 0.889 91.6%
v/ v/ 5.05 0.959 94.9%
v v/ 5.20 0.959 94.8%
v/ v/ 7.82 0.901 92.2%
v v v | 464 0.965 95.3%

6. CONCLUSION

Our multimodal model, fusing visual and textual inputs, accu-
rately assesses painting creativity (r=0.965), proving that this
synergy is vital for achieving a human-aligned understanding
of art. This work provides a scalable tool for art analysis and
moves Al toward a more nuanced appreciation of human cre-
ativity.
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