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3. Dualit

Problem (1) is special case of the more general prob-

1. Average Consens

SETUP: Let G = (V, F) be a connected network with |V| = n nodes (e.g. sensors) and |E| = m edges DUAL METHOD (SDA):

(e.g. communication). All nodes ¢ € V store a private value ¢; € R (e.g. temperature). lem:
PRIMAL PROBLEM:

ka < yk -+ Sk)\k

GOAL: Compute the average of the private values (i.e., the quantity ¢ := %ZZ ¢;) in a distributed

fashion. That is, exchange of information can only occur along the edges. min %HSI’J — CH2 st. Az =0

rER™ where S, 1s a random matrix with m rows, and \F

is chosen so that D(y* + Sp\¥) is maximized.
Algorithms for solving ACP: Randomized Gossip Algorithms (RGA) where A can be any matrix such that Az = b has

a solution.

DUAL PROBLEM:

PRIMAL METHOD: With the dual iterates
{y*} we can associate primal iterates {z"}:

2. Optimization Fo

o T 1 AT, |2
The optimal solution of the optimization problem max  D(y):=(b—Ac) y— 3[|A y|

yER™ ¥ e+ ATyk
minimize |z —c||* subject to z; =xz; forall e=(i,j) € E (1)
is 7 = c for all 7. So, RGA solves the above optimization problem. The constraints can be written 6. Theoretical Res
compactly as Az = 0, with each row of the system enforcing z; = z; for one edge (i,j) € E. Convergence Rate:
Theorem [1]. RN and RBK converge as: o
QUESTION: By formulate the constraints of problem (1) as linear system can we get new variants of ) . . ) ; o | I
Randomized Gossip Algorithms? L D(y") = D(y") < p"(D(y") — D7), & |
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5. Randomized Blc
NEW GOSSIP METHODS: We can now formulate many new variants of RGA., by applying SDA to

number of iterations
number of iterations

where the rate is given by
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(1) with various choices of random matrices S. We also naturally obtain dual interpretation of such new p:i=1-— )\;;m (AT il s, (ISTk AATISk)TISTk]A) T T T
gOSSip methods. (a) Ring graph with n = 30 (b) Ring graph with n = 100
Theorem: (e-Averaging Time)
3 : . .
SETUP: Choose S = Ig,, where Is, is a column submatrix of the m x m identity matrix corresponding to Tave(e) < 3log(l/¢e)/log(1/p) < 7= log(1/e) Figure 1: Superlinear speedup of RBK on the ring graph.

columns indexed by a random subset of edges &, C E.
Importance of Duality:

_ Theorem: RBK enjoys superlinear speedup in
g At / 1 - — ||, That is, as 7 increases by some factor.
" the iteration complexity drops by a factor that
is at least as large.
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number of iterations

On Numerical Experiments:
Blue solid line: The actual number of iterations
(after running the code)
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, . a) 4 x 4 grid graph :
Green dotted line: Represents the function (a) (b) Speedup in 7
- — £ ° . .
f (T) o where £ is the number of iterations Figure 2: Superlinear speedup of RBK on the 4 x 4 grid graph

of RBK with 7 = 1. (Linear Speedup)
Primal Iterates of SDA — Randomized Block Dual Iterates of SDA = Randomized

Kaczmarz Algorithm Newton Algorithm
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node values with their average the image)




