
RESEARCH POSTER PRESENTATION DESIGN © 2012

www.PosterPresentations.com

In this paper, we investigate the recovery of a sparse weight

vector (parameters vector) from a set of noisy linear

combinations. However, only partial information about the

matrix representing the linear combinations is available.

Assuming a low-rank structure for the matrix, one natural

solution would be to first apply a matrix completion on the data,

and then to solve the resulting compressed sensing problem. In

big data applications such as massive MIMO and medical data,

the matrix completion step imposes a huge computational

burden. Here, we propose to reduce the computational cost of

the completion task by ignoring the columns corresponding to

zero elements in the sparse vector. To this end, we employ a

technique to initially approximate the support of the sparse

vector. We further propose to unify the partial matrix completion

and sparse vector recovery into an augmented four-step

problem. Simulation results reveal that the augmented approach

achieves the best performance, while both proposed methods

outperform the natural two-step technique with substantially

less computational requirements.
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𝑌 = 𝑋𝛽 + 𝜖 (1)             

𝑋 ∈ 𝑅𝑚×𝑛: data matrix

𝛽 ∈ 𝑅𝑛: parameters signal

𝜖~𝑁 0, 𝐼𝑛×𝑛 : the i.i.d noise

𝑌 ∈ 𝑅𝑛 : the observed labels.

𝑟𝑎𝑛𝑘 𝑋 = 𝑟 where 𝑟 ≪ min 𝑚, 𝑛 .

𝑆𝑢𝑝𝑝 𝛽 = 𝑖 ∈ 1,… , 𝑛 ∶ 𝛽 𝑖 ≠ 0 , 𝛽 𝑖𝑠 𝑠𝑝𝑎𝑟𝑠𝑒. (2)

𝑋 =  𝑋 ⊙ 𝐵,𝑤ℎ𝑒𝑟𝑒 𝐵𝑖,𝑗~𝐵𝑒𝑟 𝛼 . (3)
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In conclusion, we notice that large runtime is saved if we

restrict the completion on the support of the initial

approximation of the parameters vector without losing the

performance in the prediction. In order to have an initial

approximation of the parameters, we have seen that the IMAT

method functions well in sparse recovery. We have

found that the four-step method of initial completion followed

by applying IMAT (initial sparse recovery), accurate matrix

completion on reduced data, and a final sparse recovery is

more efficient than the two step method of sparse recovery on

the entire data followed by sparse recovery (LASSO) both in

terms of the RMSE of prediction

on the test set and more importantly computational efficiency.

We also improved our method and called it augmented four-

step method. It was observed that this method works better in

terms of RMSE in comparison to the four-step method while

maintaining the same (or slightly little more) amount of time

complexity.


