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Motivation

▶ Big data, machine learning =⇒ non-convex, high-dim. optimization.
▶ Decentralized/multi-agent opt. exploits the collective computation power

and allows sharing of data among the agents.
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Problem Setup

fi(✓)Local loss function:

Ensemble loss: F (✓) :=
1

N

NX

i=1

fi(✓)

G = (V,E)

▶ G = (V,E) – connected graph with N agents.
▶ We consider:

min
θ∈Rd

F (θ) :=

N

N∑
i=

fi(θ) s.t. θ ∈ C . (P1)

▶ fi : Rd → R – smooth loss function of agent i ∼ data owned by agent i
(possibly non-convex).

▶ C ⊆ Rd – convex and compact constraint (∼regularization).

▶ Goal: tackle (P1) with agents only communicating on G.
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Prior Works
▶ Proximal/Projected
gradient
(PG) — [RNV12, JXM14, SLWY15]

▶ works for time varying graph and asynchronous algorithm.
▶ most analysis only work for convex problems except for [BJ13, GL15].

▶ Primal-dual
approach — [CNS14, Hon16]
▶ able to handle more complicated constraints.
▶ requires convexity except for [Hon16].

▶ Projection-free/Frank-Wolfe
(FW) — [Jag13]
▶ efficient for high dimensional problems which are costly to run PG on.
▶ centralized algorithm for convex opt. except for [LJ16, RSPS16].
▶ This
work: decentralized FW & its convergence for non-convex opt.

▶ Others —
▶ second order method [LS13].
▶ decomposition by block coordinate descent [LS16].
▶ convergence rates are not analyzed in these works.
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Curse of Dimensionality — Why projection-free?

▶ Decentralized PG algorithm [RNV12] — for all i ∈ [N ] and γt ∈ (0, ],

θ̄t
i ← LocalAvg({θt

j}j∈Ni)︸ ︷︷ ︸
e.g., by gossiping:

∑N
j= Wijθt

j

, θt+
i ← PC︸︷︷︸

Projection Operator

(
θ̄t
i − γt∇fi(θ̄t

i)
)
.

▶ Computing PC : Rd → Rd may require substantial complexity, e.g.,
▶ If C is the trace-norm ball for m ×m2 matrices with radius r, then

PC(θ) = UΣ+V ⊤, Σ+ = Diag(max{0,σ(θ)− λ⋆(r)}) , (1)

where U ,V are left/right singular vectors of θ ∈ Rm×m2 , λ⋆(r) ≥ 0 is a
Lagrangian multiplier and σ(θ) are the singular values of θ.

▶ requires the Full
SVD =⇒ O((m ∧m2)
3) per iteration & per agent.

▶ Frank-Wolfe (FW, a.k.a. projection-free) optimization reduces per
iteration complexity to O(m ∧m2) for the example above.
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The centralized FW Algorithm

▶ The (centralized) FW algorithm — γt ∈ (0, ] is a step size,

θt+ ← (− γt)θ
t + γta

t where at = argmina∈C ⟨a,∇F (θt)⟩ . (2)

▶ Update direction at ≈ most correlated vector in C with negative gradient.
▶ Param. update: θt+ is a convex combination between at and θt.

Convergence of (centralized) FW algorithm
▶ If F (θ) is convex and smooth, and γt = /t, then

F (θt)− F (θ⋆) = O(/t) [FW56], where θ⋆ is an optimal solution to (P1).
▶ If F (θ) is non-convex and smooth, and γt = t−α with α > 0.5, then the

limit points of the sequence {θt}∞t= are stationary points of (P1) [WLSM16].
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Advantage of FW over PG

▶ The (centralized) FW algorithm — γt ∈ (0, ] is a step size,

θt+ ← (− γt)θ
t + γta

t where at = argmina∈C ⟨a,∇F (θt)⟩ .

▶ Requires only a Linear Optimization (LO)
▶ This LO step ‘replaces’ the projection operation in PG.
▶ If C is the trace-norm ball for m ×m2 matrices with radius r, then

at = −r · uv
⊤
 , (3)

where u,v are the top left/right singular vectors.
▶ requires only Principal
Component =⇒ O(m ∧m2) per iteration.
▶ recall that the PG method has O((m ∧m2)

3) per iteration.
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A Perturbed Frank-Wolfe Algorithm

▶ Let θ̄t := (/N)
∑N

j= θ
t
j . Consider a perturbed FW algorithm —

θt+
i ← (− γt)θ̄

t
i + γta

t
i where at

i ← argmina∈C ⟨a,∇t
iF ⟩ , (4)

where θ̄t
i and ∇t

iF are perturbed version of θ̄t and ∇F (θ̄t):

θ̄t
i ≈ (/N)

∑N
j= θ

t
j , ∇t

iF ≈ (/N)
∑N

j=∇fj(θ̄t
j) ≈ ∇F (θ̄t) .

▶ Special case: when both approximations are exact
▶ Eq. (4) is equivalent to a centralized FW on the iterates {θ̄t}∞t=.

▶ The iterates {θ̄t
i}t≥ ≈ running perturbed FW on {θ̄t}t≥.
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Convergence Result (1)
▶ Assuming that the approximation accuracy improves with t,

H1 : ∥θ̄t
i − θ̄t∥ ≤ Cgt

−α and ∥∇t
iF −N−∑N

j=∇fj(θ̄t
j)∥ ≤ Cpt

−α .

Theorem 1 (Convergence of perturbed FW)
Suppose that F is L-smooth, G-Lipschitz and H1 holds. With γt = t−α, α ∈ [0.5, ):

min
t∈[T/2+,T ]

max
θ∈C

⟨∇F (θ̄t), θ̄t − θ⟩ ≤


T −α

· − α

(− (2/3)−α)
·
(
Gρ̄+ (Lρ̄2/2+ 2ρ̄(Cg + LCp)) log 2

)
,

(5)

for all T ≥ 6, where ρ̄ := supθ′,θ∈C, θ ̸=θ′ ∥θ − θ′∥2.

▶ In [WLSM16], we also show that the limit points of the sequence {θ̄t}∞t=
are stationary points of (P1) if α > 0.5.
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Proof Idea

Define gt := maxθ∈C⟨∇F (θ̄t), θ̄t − θ⟩. With L-smoothness of F , we have

F (θ̄t+) ≤ F (θ̄t)− γtgt + 2t−αρ̄ · (Cgt
−α + L · Cpt

−α) + t−2αLρ̄
2

2 . (6)

This implies

T∑
t=T/2+

γtgt ≤
T∑

t=T/2+

(
F (θ̄t)− F (θ̄t+)︸ ︷︷ ︸

terms can be cancelled =⇒ bounded by Gρ̄.

+O(t−2α)
)
. (7)

▶ By definition, we have gt ≥ 0 for all t.
▶ Left hand side is lower
bounded by Ω(T −α) ·mint∈[T/2+,T ] gt.
▶ Right hand side is upper
bounded by O().
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Convergence Result (2)

▶ Under H1, for α ∈ [0.5, ), the perturbed FW algorithm yields

min
t∈[T/2+,T ]

max
θ∈C

⟨∇F (θ̄t), θ̄t − θ⟩︸ ︷︷ ︸
:=FW gap (a.k.a. ‘duality’ gap)

= O(/T −α), ∀ T ≥ 6 ,

▶ If the FW gap becomes zero, then

⟨∇F (θ̄t), θ̄t − θ⟩ ≤ 0, ∀ θ ∈ C .

▶ =⇒ The parameter θ̄t in the above is a stationary point to (P1).
▶ Fastest rate is when α = 0.5, giving us O(/

√
T ).

▶ Remaining
task — how do we satisfy H1?
▶ Needs approximate averages θ̄t, 

N

∑N
i= fi(θ̄

t
i) =⇒ Gossiping!
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Decentralized FW (DeFW) algorithm via Gossiping
▶ W ∈ RN×N

+ is doubly stochastic and Wij = 0 iff ij /∈ E.
▶ Decentralized algorithm that relies on in-network computation:

Consensus Step: (to get θ̄t
i with H1, i.e., ∥θ̄t

i − θ̄t∥ = O(t−α))

θ̄t,0
i ← θt

i , repeat Lt times
(
θ̄t,ℓ+
i ←

∑N
j=Wij θ̄

t,ℓ
j

)
, θ̄t

i ← θ̄t,Lt

i .
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Aggregate Step: (to get ∇t
iF with H1)

∇t,0
i F ← ∇fi(θ̄t

i), repeat Lt times
(
∇t,ℓ+

i F ←
∑N

j= Wij∇t,ℓ
j F

)
, ∇t

iF ← ∇
t,Lt
i F .
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Decentralized FW (DeFW) algorithm via Gossiping
▶ W ∈ RN×N

+ is doubly stochastic and Wij = 0 iff ij /∈ E.
▶ Decentralized algorithm that relies on in-network computation:

✓t
i

Consensus: parameter average

rfi(✓̄
t
i)

Aggregate: gradient average
FW update  

(independently compute LO, …)

FW update:

θt+
i ← (− γt)θ̄

t
i + γta

t
i where at

i = argmina∈C ⟨a,∇t
iF ⟩ .
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DeFW Algorithm via Gossiping — Convergence

▶ Gossip
average
consensus (GAC) is applied to obtain θ̄t
i , ∇t

iF .
▶ The GAC protocol converges geometrically in Lt.

Convergence of DeFW
Set Lt = (−α/ log(σ2(W ))) · log t, the perturbed iterates track averages as [BGPS06]:

∥∇t
iF −N− ∑N

j=∇fj(θ̄
t
j)∥ = O(t−α) and ∥θ̄t

i − θ̄t∥ = O(t−α) .

As a corollary, H1 is satisfied and Theorem 1 holds for DeFW.

▶ Drawback: number of information exchange per iteration Lt grows with
t as Lt ∝ log t.

▶ In [WLSM16], we propose an improved DeFW algorithm which only requires
a constant no. of info. exchange Lt = L.

▶ Key idea: using memory from the previous iteration.
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Example: Sparse+Low Rank Matrix Completion (MC)

?
? ?

?
?

?

?

…

… Outliers contamination in observation

Ys = [✓?]ks,ls + Zs

Possible scenario: data corruption in the memory, …

P (Zs 6= 0) = p ⌧ 1

The noise is “sparse”

✓?Low rank matrix

▶ Low rank matrix θ⋆ ∈ Rm×m2 is partially observed + sparse noise.
▶ Let Ωi ⊆ [m]× [m2] be the observation set for agent i, we tackle:

min
θ∈Rm×m2

N∑
i=

∑
(k,l)∈Ωi

(
−exp

(
−([θ]k,l − Yk,l)

2/σi

))
s.t. ∥θ∥σ, ≤ r . (8)

▶ It has a negated Gaussian loss & is a non-convex problem!
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Numerical Experiment

▶ Simulate G as an Erdos-Renyi graph with N = 50 and connectivity 0..
▶ Weights on the matrix W are found with the Metropolis-Hastings rule.
▶ For the DeFW algorithm, we set γt = t−0.75, Lt = ⌈5+ 0.75 log t⌉.
▶ Sparse+low-rank MC problem for two datasets —

▶ Synthetic dataset: m = 00, m2 = 250, |Ωi| = 500 and rank(θ⋆) = 0.
▶ movielens100k dataset (training): m = 943 users, m2 = 682 movies and
|Ωi| = 600 movie ratings from different users.

▶ Two settings tested — (i) noiseless; (ii) sparse-noise (Zs = psZ̃s such that
ps ∼ B(0.), Z̃s ∼ N (0, 5)).

▶ Test metrics — (i) test MSE, i.e., MSE evaluated on the testing set
[m]× [m2] \ Ω; (ii) FW gap, i.e., maxθ∈C⟨∇F (θ̄t), θ̄t − θ⟩.
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Synthetic dataset
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▶ DeFW algorithms converge for both convex and non-convex loss (FW gap→ 0).
▶ Negated Gaussian loss (non-convex) formulation is more robust to sparse noise.

DeFW: A Projection-free Algo. for Non-convex Opt. Numerical Results 17 / 20



Real dataset (movielens100k)
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▶ Similar observations as in the synthetic data case.
▶ In practice, DeFW is ∼20-30 times faster than D-PG in computation time.
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Conclusions

▶ We have proposed a decentralized, projection-free algorithm with
convergence guarantee for non-convex optimization.

▶ The convergence results are new for projection-free algorithms in the
centralized case; see recent works in [LJ16, RSPS16].

▶ The convergence rate is O(/
√
T ) ≈ centralized PG analyzed in [GL15].

Future works —
▶ Source-privacy preserving low rank regression (submitted to ICASSP17).
▶ Asynchronous DeFW for time varying graph.
▶ Extension to primal dual optimization.
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