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OVERVIEW

Cover song identification is the act of iden-
tifying when two musical recordings are de-
rived from the same music composition (e.g.,
Jimi Hendrix’s All Along The Watchtower is a
cover of the original by Bob Dylan). Many
things can change in a cover song, including:

• Key
• Tempo
• Instrumentation
• Music structure

However, some things will stay the same be-
tween the cover and the original, such as:

• Melody
• Harmony
• Signature patterns (hooks)

Successful automatic cover song identifica-
tion requires representations that are invari-
ant to changes while keeping the aspects of
music that are transferred between the two.

In this work, we present a time-series repre-
sentation of audio based on the 2D Fourier
transform.

PROPOSED APPROACH
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Constant-Q Transform of Can't Help Falling in Love - Elvis Presley
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1. The audio is first converted into a Constant-Q transform. In the CQT, key changes are
linear shifts along the frequency axis. These linear shifts are phase differences in the
2DFT, giving us key invariance.

2. We then use the method from [4] to convert the CQT into a binary matrix using adaptive
thresholding. For every time-frequency point in the CQT, it is replaced with a 1 if it is
above the median of its surrounding neighborhood and a 0 otherwise. This makes the
representation invariant to instrument (timbre) changes.

3. We take 20 second segments with 16 second overlap from the fingerprint. For each seg-
ment, we compute the magnitude 2DFT. We apply a small amount of Gaussian blurring
to the 2DFT. The sequence of magnitude 2DFTs is then used to represent the audio.

We extract this representation at many different sampling rates, to account for tempo changes
between the original and the cover.
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Original studio version - Elvis Presley
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Similarity matrix for cover/reference pair of Can't Help Falling In Love 
Distance: 72.86 - Time stretch: 0.95

We compute the pairwise Euclidean distance between the sequences of magnitude 2DFTs. We
then filter the similarity matrix to emphasize diagonal matches. We then use the length and
weight of contiguous diagonals to compute distance between the cover and the original.

RESULTS

To test our approach, we use the YouTube
Covers dataset. YouTube Covers consists of
50 compositions, with 7 recordings of each
composition. Of these 7, 5 are covers, 1 is a
live recording by the original artist, and 1 is
the original studio recording.

Algorithm MAP P@10 MR1
DTW [1] 0.425 0.114 11.69
Silva et al. [1] 0.478 0.126 8.49
Serra et al. [2] 0.525 0.132 9.43
Silva et al. [3] 0.591 0.140 7.91
Proposed (on
CQT)

0.521 0.122 9.75

Proposed (on
fingerprint [4])

0.648 0.145 8.27

In mean average precision and precision at
10, the proposed approach surpasses cur-
rent state-of-the-art methods on this dataset.
The proposed approach finds 164 covers out
of 250 correctly at top one. The impact of
the adaptive thresholding step is significant,
causing a jump in mean average precision
of 0.127, making it the best performing ap-
proach in terms of P@10.
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