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Dynamic Tracking Attention Model for Action Recognition

4. Applied Techniques

5. Simulation Results

1. Major Contribution
 The dynamic tracking attention model (DTAM), which

comprises a convolutional neural network (CNN) and the
long short‐term memory (LSTM), is proposed.

 The proposed DTAM is to perform motion recognition from
videos. It effectively fetches information between
consecutive frames in a sequence .

 The recognition rate of the proposed algorithm is 3.6% and
4.5% higher than that of the CNN‐LSTMs with and without
the attention model, respectively

2. Existing Methods
• 3D scale‐invariant feature transform (SIFT)
• 3D histogram of the oriented gradient (HOG )
• Speed up robust features (SURF)
• local binary patterns (LBP)
• RNN
• CNN‐LSTM

3. Proposed Method
Dynamic tracking attention model (DTAM),
It not only considers the information about motion but also 
perform dynamic tracking of objects in videos.

Overview of proposed action recognition system
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Global dynamic tracking can estimate the motion of the camera
and correct the weights of the motion attention model.

Adjustment of DTAM

The UCF‐11 dataset contains 1599 videos with 11 classes of
actions, which are bike‐riding, diving, golfing, football‐playing,
high jumping, horse‐riding, basketball‐shooting, volleyball‐
playing, swinging, tennis‐playing, and dog‐walking.

Comparison of DTAM with/without adjustment

Classifications by the proposed attention model

Results of action recognition obtained using the 
hybrid attention model with different weights.

6. Conclusion
This paper proposed a deep-learning action recognition system
that is based on the CNN and the LSTM. It dynamically tracks
moving objects based on information about motion that is
extracted from the optical flow.


