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In our study, the total number of distinctive features is 24. Foure 6: Confusion matrices for Miller & Nicelv results Figure 8: Confusion matrices for DNN-based system results




