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Model Overview Key Design Decisions (continued) Architectures Experiments cont’d

* Predictive modeling on | goﬂpgﬂ Fully convolutional » Double layers in a bracket denotes Fully connected (FC) layer does not
enV|r.onmentaI sounq conyentlonally -We remove fully connected layers to residual block: _help. M3, M3, M11, M18 see no
reqll\J/:rels],c feature englneterlng based -~ Input induce better representation learning 348 - improvement with FC layer
on Viel=-irequency cepstrum 7 engthS20 in the convolutional layers ’ X 3

. : Convolutional Layer ' :
Ic\:ﬂqe{ﬁme&t (CI|VII|:]?C’3 and Gaussian |\| S eoeotve Fild: 80 .Substantially reduces the number of 0 3,48 Modsl Test | # Parameters | Time
ixture Model features. - ﬁgfgfﬂé%é?aps parameters and counteracts | M3-ic | 46.82% 129M 150s

« End-to-end discriminative | Max pooling overfitting. * Output 500 x n in max pool layer M5-fc | 62.76% 18M 66s
representation learning is highly R R R Pooling length: 4 _ _ denotes the output temporal MI11-fc | 68.29% 1 8M 735
effective for many areas, such as \ / w = g“tp”t ||e o Qloio) Residual learning - dimension to be 500 MI18-fc | 64.93% 8. TM 100s
image classification and speech e ' e e Re%ZZf.’VStF'.‘ZB% == *Learn the reS|du§I Mapping. F(x) = ,
recognition_ T il T J_ 256 feature maps H(X) — X, where X IS In the |npUt to the Experiment Results

- (length: 2000) layer and H(x) is the desired mapping e
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Background _Raw Waveform . oo, | <Improves convergence for very deeP | | . Trained for 150-400 epochs fil e

» Raw waveform: the sound signal in ] foutputlength 500 CNNs. convergence * Fourier transform on the 1st
time domain represented by a1-D Global avg pooling \We use the variant shown In Flg-1 (b) convolutional |ayer We|ghts of M18
vector.. | | | (outputlength: ) Batch normalization (BN) Deeper is better, show that they ?Ct as flllt.er banks.

* Very high dimensional, Sotmax -Auxiliary layer to alleviate internal up to 18 layers, test “Model | Test | Time * Filter bank quality sensitive to
conven_tlonally not directly used as | - - covariate shift and improve accuracies M3 | 56.12% | 77s receptive field (RF) size. Left: proper
model input. Basic Building Blocks convergence. increases with more M5 | 63.42% | 63s RF size lead to well-formed filters;

» Prior success using acoustic *Inspired by VGG network design [2] Necessary for training deeper CNNs layers. Training time ﬁi; 3?2;? ;;S Middle: small RF gives dispersed
waveform as model input: 2-layer and residual network [3] Architectures per epoch increase —m;— 63:4702 12488 be_md and lower frequency resolgtion;
convolutional neural networks *Fully convolutional (1-D convolutions) mildly Right: large RF lacks sufficient filters
(CNNSs) on speech recognition [1] ‘Max pool reduces temporal resolution M3 (0.2M) MSI(I??%ZOB& (tinfi\gomr;iix)m M34-res (4M) in high frequency range.

» No CNNs deepr than 2-layers on by 4 and doubles the number of 8074 336 [80,4})12'8] SO 641 | (8064 | 8074 48] More filters do not help shallower _E
environmental sounds which span feature maps, comparable to vision Maxpool: 4x1 (output: 2000 x n) networks. Additional filters for shallow £,
much wider frequency spectrum (éxz FI)IOO“ng)t' o (3 - 2560 | B8] | Bex2 | mexd | [ |3 ”::‘f"(’)?:r‘::n(x?” MS) marginally improve .
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+ Very deep convolutional neural Key Design Decisions Mxpoo il foupit: 125X 1) M3-big | 57.55% 05M
networks (CNNs) have achieved Depth of the network 3,512] | [3,256] x 3 | [3,256] x 4 [ ’ ] % 6 M5-bio | 63307 > M * We propose very deep fully
much higher accuracy than i i L 1S il ' convolutional networks, with up to 34

i g e y o visual *Increasing the number of convolutional Maxpool: 4x1 (output: 32 X n) ut ’ up
shallower networks in the visua layers substantially improves the 251212 | 15 512] x 4 [3,384 ] - Performance convolutional layers, for acoustic
domain. accuracy, up to 18 convolutional layers. 3,384 - waveform. Our models uses large

’ - Global average pooling (output: 1 X n) sensitive to receptive field, and are efficient to train

* The deep network poses *Deeper network increases tive field (RE p ,

computational challenges like computation time. We use stride 4 in o receptive fleld (RF) _Model | Test thanks to aggressive down sampling

_ - | size in first layer. M11-srf | 64.78% L
vanishing / exploding gradients, long the first convolutional layer to improve . 5 models studied. M3 (0.2M) Test accuracies for  MI18-stf | 65.55% and batch normalization.
training time per epoch, and speed. utional | M11 and M18 suffers M11-Ief | 65.67% * Our CNN with 18 layers outperforms
it represents 3 convolutional layers | A the o1 twork by 15.56%
i Receptive field size with ).2M parameters. VI%”Iih g)ma”dRI)F (Srfl,?F L aoecur-aaC{/e;Qseo\llrj?erly aynd ié cofnpetitive
. *Unlike image models, large receptive » [3, 64] x 2 denotes two blocks of —o) and large . .
it £ | ’ - -
esearch Question tald in the fI.rSt ayer is necessary to convolutional layers, each with (Irf, RF=320). with models using log-mel features

Which deep CNN architectures are learn good filters. receptive field 3 and 64 feature

suitable for environmental sound *\We find that receptive field 80 for first maps. BN is o T T T e 1] Tara N Sainath, et al, “Learning the speech front-end with

classification on raw acoustic Iayer on 8kHz audio (10ms duratlon) e Stride = 1 unless Speciﬁed as [80/4, necessary for Milnobn | 9858% | 69.38% ENKwavefglrm cldnns;Irc;tersp)dech, (2015“)\./ |

. . ) ) aren simonyan, Anarew Zisserman, e ee
waveforms”? What is the performance works well _ _ 128] for stride 4. training very M18-no-bn | 99.33% | 62.48% convolutional nei/works for large-scale imagerl}lecogr?ition” arXiv
compared with models using log-mel *Small receptive field (3) for the rest of deep CNNs M34-no-bn | 10.96% | 11.45% g]og?}mng e, ot al. “Dos residual learing for image

features? convolutional IayerS recognition” arXiv (2,015).
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