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Experiments Scene # RANSAC | Proposed RANSAC | Proposed RANSAC | Proposed
1 9025.1 254 90.0 01.2 - 1545.7 1.7
The experiments were conducted using a 2.40 GHz CPU, 8 GB memory. The image resolution was 2 o | 1017.3 126.7 92.5 03.2 E | 17857 1.6
640x480. To verify the proposed method, we compare the proposed method with the RANSAC method. 3 % 26888.2 | 118.1 2 | 870 81.6 E 2622.5 25.9
. . . . 4 41656.0 | 1236 = | 92.7 90.6 = | 5075.1 25.8

Since no standard dataset is available that depth map and labels of planes at the same time, we manuall = =

| P P p. | o y 5 51301597 | 1207 = | 95.0 04.6 =p | 06383 335
generate ground truth data of 7 difference scenes to measure the quantitative precision. 6 21706060 | 350 *g R6 4 27 1 E 7070.0 713
1 E 12566.2 | 1754 & | 90.2 R9.2 § 1073.6 36.0
Avg. 287155 | 103.7 9.5 9.5 = | 3815.8 20.5

Conclusion

* Propose a real-time plane detection and selection method for a projector-camera AR system in an unknown environment.

« Significant improvement in terms of speed (about 260 times faster than the RANSAC) while retaining precision (about 90.5%) similar to that of RANSAC.

« Simple structure and is easy to install, making it easily applicable in practical life.




