
Group sparsity or nonlocal image representation has shown great 

potential in image denoising. However,  most of existing methods 

only consider the nonlocal self-similarity (NSS) prior of noisy 

input image, and thus the similar patches are collected only from 

degraded input, which makes the quality of image denoising 

largely depend on the input itself. In this paper we propose a new 

prior model for image denoising, called  group sparsity residual 

constraint (GSRC). Different from the most existing NSS prior-

based denoising methods, two kinds of NSS prior (i.e., NSS priors 

of noisy input image and pre-filtered image) are simultaneously 

used for image denoising. In particular, to boost the performance 

of group sparse-based image denoising, the concept of group 

sparsity residual is proposed, and thus the problem of image 

denoising is transformed into one that reduces the group sparsity 

residual. To reduce the residual, we first obtain a good estimation 

of the group sparse coefficients of the original image by pre-

filtering and then the group sparse coefficients of noisy input 

image are used to approximate the estimation. To improve the 

accuracy of the nonlocal similar patches selection, an adaptive 

patch search scheme is proposed.  Moreover, to fuse this two NSS 

priors better, an effective iterative shrinkage algorithm is 

developed to solve the proposed GSRC model. Experimental 

results have demonstrated that the proposed GSRC modeling 

outperforms many state-of-the-art denoising methods in terms of 

the objective and the perceptual qualities. 
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Similar to patch-based sparse representation, given a dictionary     , 

which is often learned from each group, each group   can be 

sparsely represented as           and solved by the following                   

norm minimization problem, 

 

 

In image denoising, the goal is to exploit group sparse-based 

model to recover   from noisy observation    and solve the 

following minimization problem, 

 

 

 

 

 

 

 

 

 

 

 

 
 
Fig2. The distribution of the group sparsity residual       for image Parrots with                 and fitting Gaussian, Laplacian    

and hyper-Laplacian distribution in (a) linear and (b) log domain, respectively (pre-filtering based on EPLL). 

2. Group-based Sparse Representation 
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Due to the influence of noise, it is very difficult to estimate the true 

group sparse code     from noisy image   . In other words, the group 

sparse code    obtained by solving (2) is expected to be close enough 

to the true group sparse code   of the original image   .  Thus, the 

quality of image denoising largely depends on the level of the group 

sparsity residual     , we define 

 

Thus, to reduce the group sparsity residual    and boost the accuracy 

of   , we propose a new prior model to image denoising, called group 

sparse residual constraint (GSRC),  and thus  (2) can be rewritten as 

 

 

 

For fixed      and     , we adopt an iterative shrinkage algorithm to 

solve Eq. (4). In the t-iteration, the proposed shrinkage operator can 

be calculated as 

 

 

 

 

kNN method has been widely used to nonlocal similar patch 

selection. However, since the given reference patch is noisy, kNN 

has a drawback that some of the k selected patches may not be truly 

similar to given reference patch. Thus, in order for an effective 

similar patches indexes by kNN, an adaptive patch search scheme is 

proposed,  i.e., 

 

where SSIM represents structural similarity,     represents the t-th 

iteration denoising result. We empirically define that if          , then 

the reconstructed image       is regarded as target image to fetch the k 

similar patches, otherwise the pre-filtered image    is regarded as 

target image, such as BM3D and EPLL. 
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   3. Group Sparsity Residual Constraint 

4. Iterative Shrinkage Algorithm  
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Fig.3 Patch selection between noisy image and pre-filtered image based on BM3D via 

kNN method (where green box represents the reference patch). 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table1  Average PSNR (dB) results of different denoising algorithms for Gaussian 

denoising with noise level 20, 30, 40, 50, 75 and 100 on BSD200 dataset. 

 

 

 

 

 

 

 

 

 

 

 

Table2 Average run time (s) with different standard deviation of NCSR, GID, LINC, 

MS-EPLL, AST-NLS, WNNM, GSRC-BM3D and GSRC-EPLL methods on the 16 

test images (size: 256 × 256). 

 

 

 

 

 

 

 

 

 

 

 

 

Table 3 Average PSNR (dB) results of different denoising algorithms for Gaussian 

denoising with noise level 15, 25, 50 and 50 on BSD200 dataset . 

 

 

Fig.4 Denoising images of Parrot by different methods (        ). (a) Ground Truth; (b) Noisy image; (c) NCSR 

(PSNR= 24.36dB); (d)  (PSNR= 23.54dB); (e) LINC  (PSNR= 24.46dB); (f) MS-EPLL (PSNR= 24.38dB); (g) 

AST-NLS (PSNR= 24.81dB);  (h) WNNM (PSNR= 24.94dB);  (i) GSRC-BM3D (PSNR=  25.17dB); (j) GSRC-

EPLL (PSNR = 25.14dB). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5 Denoising images of 196040 by different methods (      ). (a) Ground Truth; (b) Noisy image; (c) NCSR  

(PSNR= 25.83dB); (d) GID (PSNR= 24.89dB); (e) LINC (PSNR= 25.96dB); (f) MS-EPLL (PSNR= 25.90dB); (g) 

AST-NLS (PSNR= 26.06dB); (h)WNNM (PSNR= 26.04dB);  (i) GSRC-BM3D (PSNR= 26.16dB); (j) GSRC-

EPLL (PSNR =26.86dB). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.6 Denoising images of 15011 by different methods (        ). (a) Ground Truth; (b) Noisy image; (c) MLP 

(PSNR= 29.32dB); (d) TNRD (PSNR= 29.26dB); (e) Dn-CNN (PSNR= 29.46dB); (f) GSRC-EPLL (PSNR= 

30.01dB). 
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6. Performance Comparison with the 

State-of-the-Art Methods 

7. Performance Comparison with the 

Deep Learning based Methods 
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