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* |n this paper, we presented a blind image deconvolution algorithm combining
Student’s-t image prior and the overlapping group sparsity (OGS).
* To the best of our knowledge, this is the first work that the structured group sparsity is
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