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Motivation

• Egocentric videos: self-generated and embodied, providing richer

semantic cues, growing dramatically in recent years.

• RGB-D videos: containing both appearance information and 3D 

structure of the scenes.

• Exploring the complementary information in egocentric RGB-D videos.

Main Contributions

• An RGB-D egocentric action dataset with diversity and scale.

• A tri-stream convolutional network (TCNet) to take advantage of both

the RGB and depth inputs.
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• We will explore to share more semantic 

information between the RGB and depth 

modalities, e.g., hand mask and head 

motion) for action recognition. 

• It is desirable to perform more visual tasks 

like hand-segmentation and human-object 

interaction on our dataset.

5. FUTURE WORKS

Data collection

• Mounting the RGB-D sensor on a helmet, which 

was placed on the subject's head. 

• Keeping the camera in the same direction with 

the subject's eyesight.

• Our dataset shares the advantages 

on modality, scale and diversity 

compared with related databases.

• RGB images, optical flows and depth images are sent into the 

appearance stream, motion stream and depth stream respectively.

• We finally make decision level fusion to predict the action label.

• We test some hand-crafted features, deep 

learning methods and TCNet on our dataset.

• The result shows the complementary 

information between different modalities, it 

also demonstrates the efficiency of our 

TCNet model in comparisons with the state-

of-the-arts.

The confusion matrix of the TCNet on our dataset
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