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In this paper, we presented a novel approach that learns features from

original data using ISA network incorporated the sparsity subspace prior. By

this, the segmentation of the data can be effectively performed. The

experimental results, on two real world datasets, show that our method

remarkably outperforms the state-of-the-art methods.

 Test image data
 CMU-PIE and ORL

 Parameter selection test

.

 Our Formulation

 Given the patches from an image as column vectors to form a

new matrix X, and xt denotes one column of X. We want to

extract the feature Y.

 W need to be learned from data, but V is fixed.

. 

 Different from the existing methods, we adopt the ISA to learn local

translation invariant feature from data and integrate a prior subspace

information into the output of the network simultaneously.

 We recast the task of extracting the low-dimensional feature into

solving an optimization problem of the orthogonal constraint.

Results

 As well known, subspace clustering has important

significance in the field of machine learning and computer

vision. In particular, the effect of subspace clustering on the

face recognition task can be better to implementation the AI

monitoring. However, most of existing methods based on

independent subspace analysis network ignore many useful

information embedded in original data.

 Interest of recent studies 
 independent subspace analysis network method

 spectral clustering-based method

 Optimization

 Obtaining prior structural information

 ||• ||1 denotes l1-norm that is usually used to achieve sparsity.

 Formula supplementation

 orthogonal constraint

 Algorithm summarization

 Evaluation Metric:

1. Accuracy

2. Normalized Mutual Information (NMI)

 The compared methods 

1. sparse subspace clustering (SSC)

2. independent subspace analysis (ISA)
 ISA + k-means (ISAk)、ISA + SSC (ISAs)

3. Ours (independent subspace analysis with sparsity prior, ISASP)
 ISASP + k-means (ISASPk)、ISASP + SSC (ISASPs)

 Objective quality test
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Independent Subspace Analysis with Sparsity Prior 

A data  and the tradeoff parameter .
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Algorithm 1
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while do

for do

：

obtain the data segmentation by clustering based on .

and the clustering result.
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end

Output：


