
RESEARCH POSTER PRESENTATION DESIGN © 2015

www.PosterPresentations.com

The problem of human activity recognition can be approached using spatio-temporal
variations in successive video frames. In this paper, a new human action recognition
technique is proposed using multi-view videos. Initially, a naive background
subtraction using frame differencing between adjacent frames of a video is
performed. Then, the motion information of each pixel is recorded in binary
indicating existence/nonexistence of motion in the frame. A pixel wise sum over all
the difference images in a view gives the frequency of motion in each pixel
throughout the clip. The classification performances are evaluated using these motion
frequency features. Our analysis shows that increasing number of views used for
feature extraction improves the performance as different views of an activity provide
complementary information. Experiments on the i3DPost and the INRIA Xmas Motion
Acquisition Sequences (IXMAS) multi-view human action datasets provide significant
classification accuracies.
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MULTI‐VIEW HUMAN ACTIVITY RECOGNITION 
USING MOTION FREQUENCY

Fig. Flowchart of the proposed human activity recognition technique.

Method (%) 6 single
actions

5 single
actions

4 combined
actions

10 actions

[1] 89.6 97.5 87.5 80

[2] NR 90 NR NR

[3] 95.3 97.8 NR NR

[4] 98.2 97.8 NR NR

Proposed
Method

94.79 95 96.87 95.5

Table 2. Comparison of Different Methods All Using the IXMAS Human Action Dataset

Method (%) Actions Actors Train-Test 
Partioning

Accuracy

[5] 12 12 5-fold 80.5
[6] 11 10 Leave-one-out 76.5
[7] 11 12 Leave-one-out 85.9
[8] 11 10 Leave-one-out 83.5
[9] 11 10 Leave-one-out 81.4
[10] 13 12 Leave-one-out 78
Proposed
Method

11 10 Leave-one-out 94.07

o Difference image of an activity with higher speed contains more white pixels.

Difference Image 
Computation:

Thresholding:

Pixel Motion 
Computation:

• Since subjects may enter the scene from different points, we have sorted the data
in same order to have a placement as if all the subjects enter the scene from the
same or nearly the same points before feature extraction.

• This is needed in case there is a significant variation in frames captured for
subjects entering from different directions.

• We construct a matrix of pixel motion barcodes introduced in [11] from all
difference images of a view. Taking the sum of each pixel barcode provides
number of times significant motion is observed in that particular pixel.

• This process is repeated for all pixels and data is vectorized to obtain a vector
form where each value represents number of times a motion existed in a pixel.

• We call this value as pixel motion frequency and all the vectors of different views
combined together give us pixel motion frequency vector.

• This vector can be used for action classification using linear multi-class Support
Vector Machines(SVMs) classifier.

EXPERIMENTAL RESULTS

• Experiment 1: Tests using the i3DPost Dataset
i3DPost dataset [12] consists of 8 actors performing 10 different actions, where 6 are
single actions (walk, run, jump, bend, hand-wave and jump-in-place) and 4 are
combined actions (sit-stand-up, run-fall, walk-sit and run-jump-walk). The database
was recorded from 8 camera-views.

• For an exact comparison with the techniques in Table 1, we evaluate the
performance of our approach for similar scenarios and obtained accuracies of
94.79%, 95%, 96.87% and 95.5% for the classification of 6 single actions, 5 single
actions, 4 combined actions and all 10 actions, respectively.

• These results show that our approach outperforms the results of existing
techniques for 4 combined actions and all 10 actions. For the 6 single actions, our
approach gives slightly less accuracy (94.79%) with the best result being 98.2%. For
the 5 single actions, our approach gives 95% classification accuracy which is better
than [2] and slightly behind remaining methods. For the 4 combined actions and
all 10 actions, we obtain the best performances with 96.87% and 95.5%,
respectively.

• Experiment 2: Tests using the IXMAS Dataset
The IXMAS dataset [13] has 12 subjects performing 13 daily-life actions 3 times
each: check watch, cross arms, scratch head, sit down, get up, turn around, walk,
wave, punch, kick, point, pick up and throw. The database was recorded from 5
camera-views.

• Table 2 shows that our technique obtains much better accuracy on the IXMAS
dataset compared to other existing techniques with the advantage of being very
simple.

We proposed a multi-view activity recognition approach which applies the pixel
based motion information for activity recognition. In this work, we only used
multiple 2D views for feature extraction and not the 3D information provided by the
datasets. Our pixel motion frequency vector provides information not only about the
motion of an action but also detailed texture differences due to the involvement of
frame differencing inside the proposed approach.

Experiments are conducted on two well-known Multiview action datasets. The
classification rates are evaluated as 95.5% for all the 10 actions in the i3DPost
dataset and 94.07% for the 11 actions in the IXMAS dataset. These results prove that
our approach provides significant classification accuracies.

In future work, it would be interesting to see the performance of this approach for
more complex datasets. We intend to improve activity recognition performance of
this method by further incorporating temporal information.

Fig. Example difference images (Tk) for walking (1st picture) and running (2nd
picture) activities from the i3DPost Multi-View Human Action Dataset.
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