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## Abstract

3D modeling is a popular topic in the field of computer vision. Most of the existing methods based on the interest point matches or the line matches. In this paper, we proposed a simple and effective approach of 3D modeling, which takes the intersections of the real lines and the virtual lines passing through interest points to construct the 3D models, and use a simple invariant to filter out wrong matches. Thus we can use the mature technology of point based methods while the 3D point cloud maintain the structural information of lines.

## Methods

## A. Represent lines by points

$>$ Line matching[2] and interest points matching[1].
$>$ Generate some virtual intersection points on the matched lines.


Key observation:
> Wrong point or line matching results.
$>$ The virtual lines may not be coplanar with the real line
B. Getting real intersection points

- A coplanar line point affine invariant

$>$ Filfter out fake intersectns resulting
The similarity of the two invariants:

$$
\begin{aligned}
& S=\mathrm{e}^{-\left\|V_{1}-V_{2}\right\|} \\
& S_{V}=\min \left(e^{-\left\|V_{1}-V_{2}\right\|}, e^{-\left\|\frac{1}{V_{1}}-\frac{1}{V_{2}}\right\|}\right)
\end{aligned}
$$

If $\mathrm{S}_{\mathrm{v}}<0.95$, the intersections should be abandoned

## Experiments

Testing images:


3D reconstruction results:



SIFT model Conclusions
In this paper, we provide a simple and effective new approach to build 3D models. We take the intersections of virtual lines and real lines instead the original points or lines. Which can be applied to existing state-of-the-art points based methods while maintain the structural information of line-based models. We take only very few matched points and use a simple invariant to filter out wrong intersection correspondences thus very fast and effective. Experiments show that our approach can get 3D point cloud with more meaningful structural information than traditional point-based method.
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