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OVERVIEW POSE ESTIMATION ON SE(3) RESULTS
We propose a novel framework for unknown ob- The measurement inconsistency error of jth fea- H=[HY, . HY HY, .  H }T The pose error is defined as translational error
ject pose estimation in a Sliding Window Fil- ture point from kth pose of a sliding window is R and rotational error with estimated value x*:
ter(SWF) manner with the following object prop- defined as: Q =diag{Qi; - Quro: Q1 - Qi } (10) T  _p o :
erties : e(wop) _ [ey,lO(wop)T; - ey,MK(wop)T} 57% — [57}3,]{ 5Ty,k 5Tz,k] e ’rck — ’)"Ck
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, la\‘T] a1labl.e o o V\{)here fz(ﬂ'ﬂc) tr ansformsffeature C(ziorc}ilmates from P ;. is a projection matrix to select the visible jth ’ 59’2’ . e
. INo motion assumption 1s require object frame to camera frame, and then projects . rement at time step k of the overall per- - - (13)

the coordinates from camera frame into image
plane. The objective function is to minimize the
sum of squared inconsistency error given states x:

3. No sensors are equipped on the object

turbed state. The minimum value of objective

The objects, estimated errors and estimated tra-
function is then calculated by:

The structure and pose of object on SE(3) are jectories are shown in Fig.2.

estimated simultaneously. Gauss-Newton (GN)
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method is implemented for each window with an 1 —1 E 7
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initial guess generated by OPnP[1] algorithm. 2 4 . . P e — | = y
7,k Then the operating points are updated by: o Mo w0 oo w0 =
The states at operating points are perturbed by: T, . ¢exp(e™)T - e AATiLL L
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where operator * is defined as time line, the above algorithm runs iteratively for
each window until convergence. In the first win- - -
N 3] [ X paxt 6) dow, the overall estimated states will be record- : [ et g WWMMWWM | 1
0317 Nogx1| — |0ixs 0 s ed with initial state T%,. and p,, generated by 00s, T , o m o
Schmidt Orthogonalization. For the rest of win- s T /1
X is infinitesimal rotation and exp is exponential = dows, the initial state of window [ is the first es- & Optybi iy ;%WMMMWWW |
forward mapping on SE(3). To implement GN  timated state in window [ — 1 with initial guess L et T T P N
method, the observation model is linearized as: generated by OPnP[1] based algorithm, as sum- g " WWWWWWM g w | R,
marized follows: Tewl ) P

Figure 1: Problem Setup

As shown in Fig.1, the estimated states are pose
T’y and structure of the feature point p:
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where k£ = 1, ..., K, K is the window size of SWE;
7 =1,...,M, M is the total number of visible fea-
ture points of one window. The measurements
Yk, which are corrupted by zero mean Gaus-
sian noise n i, are pixel coordinates(u;x, v;x) and
depth d;; from RGB-D camera. The observation
model is

Yi = T(Tjr) + g, ~ NO0,Q ) (2)

with the following shorthand: T =

{T1,...Tk,p1,-sPpf,aswellasxj, = {T,p, }
for kth pose and jth feature point.

W(a?]k) ~ W(wop,jk) + ijéajjk (7)

where II;; is the Jacobian of function © with re-
spect to perturbed states. Thus, the objective func-

tion can then be rearranged as:
1
J(x) = J(xoy) — b dx + §5wTA5:13 (8)

b = HTQ_le(:BOp)

A=H'Q 'H ®)

CONCLUSION
The experiment shows that the proposed SWF-

based framework can estimate the pose of a un-
known object with different shape and arbitrary
trajectory accurately. Besides, the framework is
robust to the number of feature point within each
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ombpared with OPnlP aleorithm

Algorithm 1 Initial Guess Generation

1: Match the feature points of time step £ — 1 and time step k. Set
the 3D position p; ;. of matched feature points as the initial
guess P.ix1

2: Use the initial guess p;, and measurement y ;. to solve the ini-
tial pose T’ . by OPnP; when the measurement 1s insufficient
Th,c = Ty

3: Use observation model and initial pose T’ . ¢ to compute 3D po-
sition P, of unmatched feature points. Combine the p,,, and
Do together to form initial points P ;
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Figure 2: Results of two ojbects

To compare with OPnP in cases of different fea-
ture point, the following errors are defined as fol-
lows and Fig.3 shows the comparison result.

err = ||0Tk|l2, egr = [|00k]|2, (14)
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Figure 3: Comparison of OPnP



