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Introdution
We propose an efficient deep neural networks 
training framework for face recognition. The 
framework contains two stages: 
ü The DNN initialization. A deep architecture 

based on the softmax loss function is designed to 
initialize the DNN.

ü The adaptive fine-tuning. The formulation is 
described as follow.
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Results

Conclusions

 In this paper, a novel DNN training framework, 
which takes advantage of both the softmax loss 
and triplet loss functions, has been proposed for 
efficient face recognition. 

 A specific softmax loss-based DNN architecture 
is designed to initialize the DNN. Based on it, we 
improve the discrimination capability of the DNN 
with a triplet loss function, where an adaptive 
margin is adopted. 

 We have verified the effectiveness of the proposed 
DNN training framework on the LFW dataset and 
four different face datasets.

Fig. 2. Performance on the LFW dataset.

 

Method FERET MultiPIE FEI Carmera
12

DAE [2] 84.80% 82.50% N/A N/A

SPAE [3] 92.50% 91.40% N/A  N/A

Softmax 99.96% 97.26% 98.72% 98.44%

Proposed 
method 99.99% 99.31% 99.96% 99.52%

Table 2. The recognition accuracy 
on the different datasets.

 Fig. 1. The schematic diagram of 
the proposed training framework.

References

Method Time (hours)
Softmax  24

Triplet Failed 
 (more than 168)

FaceNet[1] more than 1000

Proposed  method 96

Table 1. The training time 
obtained by the different methods
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The completed method
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