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Introduction

Raw Light-Field Image

Changing the focal point

Changing the view point

http://cameramaker.se/plenoptic.htm
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How to transmit Light-Field data?

User requests a LF

Server transmits the entire LF

The user can then 
synthesizes any desired 
view/focal point

Large transmission delay! 
Requires large bandwidth.

1 – Transmits the entire Light-field data.
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How to transmit Light-Field data?

User requests a view/focal point

Server transmits the desired image

The user always needs 
the server to synthesize 
a new view.

Server synthesizes and 
encodes the desired image.

Small delay / bandwidth.

2 - Interactive Light Field Streaming (ILFS)
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How to transmit Light-Field data?

In the ILFS approach, the user never learns anything 
about the LF.

In our approach, for each received synthesized
image, the client “decodes” and recovers a new sub-
aperture image using a cache of known sub-aperture 
images.

It fits between the two previous approaches. 

The proposed work: Progressive Light-Field Communication (PLFC)
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A quick overview of LF Synthesis

𝐯 𝛼, 𝒮0 =
σ𝑖∈𝒮0 𝑤𝑖

𝛼𝐱𝑖
𝛼

σ
𝑖∈𝒮0 𝑤𝑖

𝛼

Sample Sub-Aperture Images (of a total of 225) Synthesized view
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A quick overview of LF Synthesis

• What happens if we use a subset 𝒮 of the complete set 𝒮0 to 
synthesize new images?

• We can allow scalar coefficients in the linear combination. 

• How many images are needed to get a good quality?

𝐯 𝛼, 𝒮 =
σ𝑖∈𝒮 𝑝𝑖𝑤𝑖

𝛼𝐱𝑖
𝛼

σ𝑖∈𝒮 𝑤𝑖
𝛼
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A quick overview of LF Synthesis

PSNR Number

35 dB 2

40 dB 5

45 dB 10

50 dB 36
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Interactive Transmission Framework

User selects a view/focal point with a target quality

Server transmits an initial cache 𝒞 to the user

This initial cache is composed of a 
small number of sub-aperture images.

Initialization



ICIP 2017

Interactive Transmission Framework

Instruct the user to linearly combine the images in 𝒞
to synthesize the desired image. 
Transmits the set pi (very small).

Synthesize and transmit the requested image as a 
linear  combination of the images in 𝒞 plus one
new sub-aperture image.
Transmit this image (not so small). 

The encoder then has two options:

OR
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Interactive Transmission Framework

• How to choose between these options?

• If the encoder is able to meet the user’s defined quality using only the images 
in 𝒞, then this option is used. 

• Otherwise, we use the “Synthesize and transmit” iteratively.
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Synthesize and Transmit

• When this option is used, the encoder synthesizes a view using the 
images in the cache 𝒞 plus one new image z.

• Once the decoder receives 𝐯 𝛼, 𝒞 ∪ 𝐳 , it can estimate the new 
image z.

• This image is then added to the cache, so it “learns” something new 
about the Light-Field. 

𝐯 𝛼, 𝒞 ∪ 𝐳 =
σ𝑖∈𝒞 𝑝𝑖𝑤𝑖

𝛼𝐱𝑖
𝛼 + 𝑝𝑧𝑤𝑧

𝛼𝐳𝛼

σ𝑖∈𝒞 𝑤𝑖
𝛼 + 𝑤𝑧

𝛼
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Synthesize and Transmit

• We actually transmit the residual 𝐯 𝛼, 𝒞 ∪ 𝐳 - 𝐯 𝛼, 𝒞

• We transmit this residual using H.264/AVC with zero MVs.

• Since the decoder actually receives 𝐯′ 𝛼, 𝒞 ∪ 𝐳 , it can only estimate z. 
Thus, to avoid drift, all of these actions are mimicked by the encoder.

𝐯 𝛼, 𝒞 ∪ 𝐳 =
σ𝑖∈𝒞 𝑝𝑖𝑤𝑖

𝛼𝐱𝑖
𝛼 + 𝑝𝑧𝑤𝑧

𝛼𝐳𝛼

σ𝑖∈𝒞 𝑤𝑖
𝛼 + 𝑤𝑧

𝛼

𝐯 𝛼, 𝒞 =
σ𝑖∈𝒞 𝑞𝑖𝑤𝑖

𝛼𝐱𝑖
𝛼

σ𝑖∈𝒞 𝑤𝑖
𝛼
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Synthesize and Transmit

• Note that it is not guaranteed that we will achieve the desired quality 
by adding just one image to the cache.

• Thus, we use this framework in an iterative way – each time, we send 
one new image, which is added to the cache. If the quality is not met, 
we send another one, until this target quality is met.
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How to initialize the Cache?

• Depending on the desired quality, we set a number of sub-aperture 
images in the initial cache.

• We then use a greedy algorithm, in which we add to the cache the 
image that is the most benefitial until this budget is met.

• The cache is transmitted using H.264/AVC with an IPP structure. 

Target PSNR Size of the Initial Cache

36 dB 3

38 dB 5

40 dB 8
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How to choose the new image z?

• The key idea is to choose a sub-aperture image that is benefitial not 
only to the current requested view/focal point, but also to the 
expected future view/focal points. 

• We have modelled the user’s interaction using a probability transition 
matrix. In a real scenario, the server can gather data in order to 
optimize this matrix. 
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How to choose the new image z?

• We can compute how much each sub-aperture image z improves the 
current view v.

• Thus we can define the immediate benefit:

𝐵𝐯
1 𝒞, 𝐳 = 𝐷𝐯 𝒞 − 𝐷𝐯 𝒞 ∪ 𝐳
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How to choose the new image z?

• But we also z to be beneficial to future view/focal points. 

• We define the importance of a view i as :

• And compute this second benefit as:

𝜃 𝑖, 𝐯, 𝑡 = ෍

𝜏=1

𝑇−𝑡

𝟏𝐯𝐏τ
𝑖

𝐵𝐯
2 𝒞, 𝐳, 𝒱 = ෍

𝐮∈𝒱0\𝒱

𝜃 𝐮, 𝐯, 𝑡 𝐷𝐮 𝒞 − 𝐷𝐮 𝒞 ∪ 𝐳
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How to choose the new image z?

• We combine the two criteria as:

• Where μ is a parameter that trades off current and future 
considerations. For this paper, we used a small μ (μ=0.1).

max
𝑧∈𝒮0\𝒞

𝐵𝐯
1 𝒞, 𝐳 + 𝜇𝐵𝐯

2 𝒞, 𝐳, 𝒱
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Results

• We have used some images in the JPEG Pleno Dataset, taken with a 
Lytro Illum camera (225 sub-aperture images).

• We generated 100 focal points using a Gaussian process. 

• We compare to an ILFS  method using H.264/AVC in RGB mode. 
Subsequent images are encoded differentially (with full ME).
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Results
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Results
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Future Work

• There is still room for many improvements:
• An algorithm for optimal selection of the Lagrangian multiplier that balances 

the immediate and future benefits.

• A cache initialization method with variable size.

• A more robust RD function for option selection during encoding.
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Thank you
Questions?


