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Cascade DPM
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Good threshold 

speed up (22x [1])

reduce false positive hypothesis rate ([1])

Higher threshold  remove potential objects

Lower threshold  harm the speed

 appropriate threshold  need training data 

Thresholds in Cascade framework
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Approach 1: Learn classifers and thresholds together

Classifier 
1

Classifier 
2

Classifier 
n

𝑡1 𝑡2 𝑡𝑘 𝑡𝑛
Training direction

(given detection rate 𝐷)

Brubaker at el. [2]: fix number of classifiers

Viola and Jones [3]: keep training and adding classifiers until 
achieve D

𝐷 =  

𝑖=1

𝑛

𝑑𝑖
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Approach 2: Learn classifers and thresholds separately

Classifier 
1

Classifier 
2

Classifier 
n

𝑡1 𝑡2 𝑡𝑛
Training direction

(given detection rate 𝐷)

Bourdev [4], Yang[5]: maximum threshold 

Lou [6]: greedy search on ROC curve

Felzenswab [1]:  the minimum positive hypothesis score
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Drawbacks:

a threshold learning step is required besides model 
training

intensively human efforts for annotating object regions to 
learn high-quality thresholds
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Our idea is that, instead of collecting numerous training 
images with just several object samples per image, we learn 
thresholds from countless negative samples in one image. 

Advantages: 

online threshold learning method with no labeled training data. 

given an input image, our method is able to automatically estimate 
thresholds and detect objects of interest on the fly.

Idea
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Cascade DPM threshold training
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𝑝(1)

𝑝(2)

𝑝(3)

Training data

Χ = 𝑝(1), 𝑝(2), 𝑝(3)

Cascade DPM threshold
𝛽𝑖 = min

𝑝 ∈Χ
𝑝𝑖
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Proposed Method
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Ω𝑐 = 𝛾 ∈ Ω ∀𝑖 < 𝑛, 𝜈2𝑖
𝛾

≥ 𝛽2𝑖; 𝜈2𝑛
𝛾

< 𝛽2𝑛

Objective-like Negative hypothesis set:

Property of Ω𝑐:

• 𝐹Ω𝑐 is close to and 

almost above 𝑓 𝛽
• Ω𝑐 contains highest 

score negative 

hypotheses

Fig 1. Human face Cascade DPM score functions
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Proposed Method
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 𝛽: current threshold
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Proposed Method
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α

 𝛽𝑖 ⟵ 𝜂𝑖𝜈𝑖
𝛾
+ 1 − 𝜂𝑖  𝛽𝑖

𝜂𝑖 = 𝛼 + 1 − 𝛼
𝑖

2𝑛 − 1

 𝛽: current threshold
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Online ACTL

Thresholds are equivalent to Cascade DPM

The same performance

But our methods have more advantages

Online threshold learning

Faster

No training data for threshold learning

Trn ACTL (learning from negative samples)

Offline threshold learning can obtain the same level of quality 
(showing the similar performance with Cascade DPM and online 
ACTL)

Experiments
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Our learned thresholds are equivalent to Cascade DPM 
threshold

Average from 205 AFW images

Updated thresholds:
Converges

is close to 𝛽

94.47 updates for 106 hypotheses

Experiments: Online ACTL
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Fig 2. Updated threshold values 

w.r.t log10(#ℎ𝑦𝑝𝑜𝑡ℎ𝑒𝑠𝑒𝑠)
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Online ACTL achieves the same performance
Compare with:

Cascade DPM

Neighbor Awareness Cascade [7]

Experiments: Online ACTL
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Table 1. Results on AFW

Table 2. Results on PASCAL VOC 2007
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Offline threshold learning can obtain the same level of quality
run ACTL through 20 negative images:

average updated thresholds

use average threshold instead of

𝛽 for testing

Experiments: Trained ACTL
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Table 3. Results on AFW

Table 4. Results on PASCAL VOC 2007
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This work investigated the capacity of learning threshold from 
negative samples for Cascade DPM. 

It allows to remove the dependence on positive training data but still 
obtain more efficient performance (compared to Cascade DPM and 
2D-neighbour Cascade DPM) but maintain the same level of accuracy. 

Main contributions of the paper include: 

Online threshold learning during detection phase.

Offline threshold learning with several negative images.

Conclusion
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