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Promising Results 

Experiments conducted on a large video dataset show that 

  

 we are able to achieve better average recognition accuracy 
using 25% less features, through one of the proposed 
selective sampling methods 

 

 even maintain comparable accuracy while discarding 70% 
features. 

Code is available: 

https://github.com/z24/FusionEdgeBox 

Feature Sampling for Action recognition 

 Although dense local spatial-temporal features with bag-of-

features representation achieve state-of-the-art performance 

for action recognition, the huge feature number and feature 

size prevent current methods from scaling up to real size 

problems. 

 

 In this work, we investigate different types of feature sampling 

strategies for action recognition, namely dense sampling, 

uniformly random sampling and selective sampling. We 

propose two effective selective sampling methods using object 

proposal techniques. FusionEdgeBox vs EdgeBox 
                                 

Dataset 
We have conducted experiments on one publicly available video 
datasets, namely J-HMDB [20], which consists of 920 videos of 21 
different actions. 

Action Recognition Method 

Feature Sampling Strategies:  
  

 Random sampling 

 Selective sampling via EdgeBox proposals 

 Selective sampling via FusionEdgeBox proposals 

  

 Dense trajectory (DT) features 

 Improved dense trajectory (iDT) features 

 Linear SVM for classification 

 

Experimental Results  


