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A Framework for Learning Distributed Data

…
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Application Scenarios

• Multi-site video surveillance 
• Wireless network telemetry
• ...

Key Challenges 

• Massive locally observed data
• Bandwidth-constrained connections 
• Need for aggregating learning across 

multiple sites
• Need for continuous learning

Training Sample Selection

Evaluations and Summary

Proposed Framework

76.5%

Improvement in testing accuracy
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Proxy Function Design
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Choice of Confidence Metric

MNIST Dataset, 

Impact of
Confidence vs. Correctness

• Greedy approximation: 

• Experimental evaluation of the per-sample proxy function 

Optimization Objective

Datasets

• Handwritten digits: MNIST
• Tiny images: CIFAR-10

Procedure
• Initialize central classifier with a subset of training data; divide the rest into multiple rounds
• Remote site uses local copy of the classifier to select & forward samples from the next round
• Central site re-train classifier and feedback updated copy to local site

Comparison of Sample Selection Schemes

MNIST, 

CIFAR-10, 

Impact of bandwidth constraints
Summary

• Not all training samples are equal: 
some more important than others

• Correctness & confidence from 
local test trials can be used as an 
effective proxy for their importance

• Benefits: bandwidth saving by 15x 
for MNIST; training time reduction 
by 44% for CIFAR-10
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