
Cascaded Temporal Spatial Features 

for Video Action Recognition

Code Available at https://github.com/Tsingzao/motion_image
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Video based Action Recognition     

 Problem Formulation:

 Recognize the actions being taken place, i.e., video sequence

 Assumption：

 Known action classes – Video Classification (trimmed video)
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Cascaded Temporal Spatial Feature
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Analysis

• From 3D Convolution to Decoupled 1D and 2D

3D Convolution [2] 

1D * 2D Convolution 

2D * 1D Convolution [7] 

(a)

(b)

(c)
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Architecture
• From 3D Convolution to Decoupled 1D and 2D
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【2016 ICLR】Convolutional neural networks with low-rank regularization

【2016 ICLR】Training CNNs with Low-Rank Filters for Efficient Image Classification

【2014 BMVC】Speeding up Convolutional Neural Networks with Low Rank Expansions

【2015 ICLR】Speeding-up Convolutional Neural Networks Using Fine-tuned CP-Decomposition
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Cascaded Temporal Spatial Feature
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Cascaded Temporal Spatial Feature
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Criterion 3D 2D * 1D 1D * 2D

# Parameters 2kd3 kd(d+1) kd(1+d)

Computation k(1+k)WHTd3 kd(d+k)WHT kd(T+kd)WH

• Complexity Analysis
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Cascaded Temporal Spatial Feature
 Visualization of the Motion Image compared with Dynamic Image
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Criterion 3D 2D * 1D 1D * 2D

# Parameters 2kd3 kd(d+1) kd(1+d)

Computation k(1+k)WHTd3 kd(d+k)WHT kd(T+kd)WH

• Complexity Analysis



Cascaded Temporal Spatial Feature
 Recognition Results：on UCF101 Action Dataset
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1、Data Augmentation.

 Tricks: 

2、Pre-Train on Sports-1M.

3、Video Level (vote).

4、Fusion with Frames.



Cascaded Temporal Spatial Feature
 Recognition Results：on HMDB51 Action Dataset

第9 /10页

(b) Ours

(a) C3D



Cascaded Temporal Spatial Feature
 Recognition Results：on HMDB51 Action Dataset
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Truth:              climb

C3D:                climb

Ours:               climb

Truth:             catch

C3D:                  golf

Ours:               catch

Truth:              chew

C3D:                chew

Ours:             smoke

Truth:      cartwheel

C3D:                  golf

Ours:                 golf

Truth:              wave

C3D:               sword

Ours:                 shot

Truth:              drink

C3D:                drink

Ours:                   eat

Truth:            smoke

C3D:               laugh

Ours:             smoke

Truth:       ride horse

C3D:         ride horse

Ours:        ride horse
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