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 Dynamic hand gesture recognition has attracted 

increasing interests because of its importance for 

human computer interaction.

 In this paper, we propose a new motion feature

augmented recurrent neural network for skeleton-

based dynamic hand gesture recognition.

Finger motion features and global motion features

are extracted from the input dynamic hand gesture

skeleton sequence. These motion features, along

with the skeleton sequence, are fed into a recurrent

neural network (RNN) to get the predicted class of
input gesture.

Figure 1: Proposed framework

Finger Motion Feature

Motivation: Joint coordinates are highly correlated, 

Hand model parameters are more compact and 

effective representations

Finger Motion Feature

How to represent a hand skeleton: angles between 

conjunct bones

Impose temporal information into the features

Concatenate all above features to get finger motion 

features

Global Motion Feature

Motivation: to model the global rotation and direction 

of hand skeleton trajectory

First get the rotation and translation

Discretize the amplitude

Motion features

Datasets

DHG-14/28 [14]: 14/28 gestures, 20 participants 

2800 sequences.

Self Comparison

Table 1

Comparison with State-of-the-arts

Table 2 & Figure 2
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Figure 2: Confusion matrix


