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* Motivation & Problem Definition
- Single sample per person (SSPP)
- Challenges in real-world face recognition

*Proposed method
- Domain adaptation
- Face synthesis

" Experiments

- New heterogeneous dataset
- LFW for SSPP
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Motivation & Problem Definition
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SSPP face recognition

»Face recognition using Single Sample Per Person (SSPP)
- Identify or verify identities using only one single gallery image
- Related to the recently attracted one-shot learning

Train (on single gallery)

Test (on probe images)

lllumination Expression

Disguise Multiple

Sample images of the AR database
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SSPP face recognition

*Limitations of existing SSPP datasets
- Lab controlled environment
- Consistent shooting environment

S U W N 2 U0

(a) AR

Probe
(test)

Gallery
(train)

(b) FERET

2] I 1 ) I
-2 5 ] ) O )

(c) FG-NET

Lu, Jiwen, Yap-Peng Tan, and Gang Wang. "Discriminative multimanifold analysis for face recognition from a single
KAIST training sample per person." IEEE transactions on pattern analysis and machine intelligence 35.1 (2013): 39-51.




Real-world SSPP Face recognition

Identification
(Probe)

Registration
(Gallery)

‘4

Gallery Probe
A stable image like Unstable images including
clear frontal mugshot non-trivial variations
e.g., ID card or e-passport e.g., surveillance camera, web images
Variations:

camera sensor, blur,
noise, pose, illumination
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Real-world SSPP Face recognition

Registration Identification
(Gallery) (Probe)

Challenges

1. Heterogeneity of the shooting environments
- Gallery: stable environment
- Probe: highly unstable environment

2. Shortage of training samples
- Only one training sample per person is available
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Proposed method
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Real-world SSPP Face recognition

Registration Identification
_V(Gallgry) (Probe)

Gap

Challenges

1. Heterogeneity of the shooting environments
- Gallery: stable environment
- Probe: highly unstable environment
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Real-world SSPP Face recognition

Registration Identification
(Gallery) (Probe)

Domain

Adaptation

Challenges

1. Heterogeneity of the shooting environments
- Gallery: stable environment
- Probe: highly unstable environment
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Domain Adaptation (DA)

» Adjust a model to a different target domain distribution
starting from the source domain knowledge

Source domain Target domain

_____amazon.com | e oo
Without labels
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Domain Adaptation (DA)

» Adjust a model to a different target domain distribution
starting from the source domain knowledge

%i‘:-
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Domain Adaptation (DA)

» Adjust a model to a different target domain distribution
starting from the source domain knowledge

%i‘:-
[ wodel ]
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Domain Adaptation (DA)

» Adjust a model to a different target domain distribution
starting from the source domain knowledge

53

Fine
classification
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Domain Adaptation (DA)

» Adjust a model to a different target domain distribution
starting from the source domain knowledge

53

Worse
result
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Domain Adaptation (DA)

» Adjust a model to a different target domain distribution
starting from the source domain knowledge

53

Fine
classification
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Domain Adaptation (DA)

» Adjust a model to a different target domain distribution
starting from the source domain knowledge

53

Fine Distribution
classification matching happens

KAIST 17




Domain Adaptation (DA)

» Adjust a model to a different target domain distribution
starting from the source domain knowledge

53

Fine Better
classification result
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Domain Adaptation (DA)

Purpose Train Test

Image condition | Stable | Unstable | Unstable

Label (o) X

Fine Better
classification result
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Domain Adaptation (DA)

= Basic assumptions of DA Covariate Shift " eamina
- samples are abundant in each domain .

- sample distribution of each domain is i s
related but different \ i Clog

Lack of samples

Registration Identification
(Gallery) (Probe)

i = = Do,
Ny - 3

Domain

Adaptation
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Face synthesis

» Generate virtual samples for lack of samples.

Registration
(Gallery)

T

Synthesized
(from Gallery)

Identification
(Probe)

KAIST
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SSPP-DAN

» Image synthesis

e Classl, o Classl; (virtual) Class1,
e Class2, o Class2 (virtual) Class2;
c . 9 ‘;”w” %
. e e d R
WIthOUt :.S &‘w' * frn £ é‘r"
°
Synthesis 5
o °
[ ]
Pose
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SSPP-DAN

* Image synthesis
>> distribution of samples

e Classl, o Classl; (virtual) Class1,
e Class2, o Class2; (virtual) Class2;
c .t s;“ ‘“” ¥ % W% :‘
Without £ | M N
o
Synthesis 5
o ™
[ ]
Pose
. = g 't.., ¢, 'K’;“ ¥ :.‘“ (o B
With S | Mt Jofe i S gy
. o
Synthesis &
Olgo 000Oe® 09090
0800 0.0000000
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SSPP-DAN

» Image synthesis
>> distribution of samples >> Success of DA

e Classl, o Classl; (virtual) Class1,
e Class2, o Class2; (virtual) Class2;
.J
c -‘ ‘;“ ‘“n R oM o :t ré " x
. ¥ 3 ¢ e Ko ?h
Without 2 | Mol ke W R | 2 % xx X% DA
. © S Ve § .
Synthesis 5 £ * ud fails
o [ ] - k 1
)
L]
Pose Dimensionl
" o oy O ©
. c ko8 gt ke o g P~ ~\\ xof\b’g
Wlth g 'k ’s. o 3 .2" x! * ‘3:‘.} % \\ v © DA
. © o o
Synthesis 5 £ PN succeeds
Clge 0008 ,50°%%, 9| = 0" 5% o
080, Ce00©° ,°° g <M \\
o -
Pose Dimensionl
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Real-world SSPP Face recognition

Registration Identification
(Gallery) (Probe)

Challenges

1. Heterogeneity of the shooting environments
- Gallery: stable environment
» Probe: highly unstable environment

2. Shortage of training samples
- Only one training sample per person is available
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SSPP-DAN: Domain Adaptation Network for Single Sample Per Person

Image Feature Label
synthesis S extractor F classifier C

F || soft
\ -b C max

Domain D
discriminator
™ c » F F || soft

/ IT L + & Com

Convolutional

o

=P Source domain path
==p Target domain path

1. Domain adaptation network

+ From stable face domain (source)
to unstable face domain (target)

2. Face synthesis
- Generate virtual samples
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SSPP-DAN

Image

Feature Label
S extractor F classifier C
F || soft
\ " C n-:;x
Domain
discriminator D

™ = » F F || soft

/ IT E + & Com

Convolutional

o

=P Source domain path
==p Target domain path

1. Domain adaptation network Lo=Y"Li when update
with domain-adversarial training i€s
- Feature learning Lp = i;TLED when update 6
* Domain adaptation Jointly Lp = ZLi —A Z Ly when update
+ Classifier learning i€S i€SUT

Ganin, Yaroslav, and Victor Lempitsky. "Unsupervised domain adaptation by backpropagation.”
, KAIST International Conference on Machine Learning. 2015. 27




SSPP-DAN

Image

Feature Label
S extractor F classifier C
F || soft
\ " C n-:;x
Domain
discriminator D

™ = » F F || soft

/ IT E + & Com

o

Convolutional

=P Source domain path
==p Target domain path

1) Landmark detection
e Supervised descent method

2) 2D - 3D mapping

2. Face synthesis 3) Pose estimation

- Generate virtual samples 4) Image synthesis
e (yaw: -80°~+80°, pitch: -10°~40°)
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Domain Adaptation

» Data Feed
- Source (with label): frontal images + synthesized images
- Target (without label): surveillance camera images

Image Feature p—= Label
S extractor classifier C

F || soft
\ -’ C max
Convolutional F Domain D
e discriminator
=y Source domain path amgtl S C || max
==p Target domain path
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Experiments

KAIST
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Heterogeneous dataset

KAIST

(b) Face regions from the source (leftmost) and target (the others)

Table 1: Dataset specification

Domain Source Target

Set webcam surveillance

Subjects 30 30

Samples 30 15,900

Pose frontal various

Condition stable _unst.a o .
(blur, noise, illumination)
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Heterogeneous dataset

Table 2: Recognition rates (%) for different models and dif-
ferent training sets of the EK-LFH

Model Training set Accuracy only using .
S 3022 face synthesis

Lower bound 27

Source only S.tS, 3715 -

DAN ST 31,11 — YES

— domain adaptation

SSPP-DAN S+S,+T 58.53

Upper bound  Train on target T, 88.31

S: Labeled webcam  T: Unlabeled surveillance
S,: Virtual set from S  T;: Labeled surveillance
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Heterogeneous dataset

Table 2: Recognition rates (%) for different models and dif-
ferent training sets of the EK-LFH

Model Training set Accuracy
Source only > 59.22
S+ Sy 37.15
DAN S+ T 31.11
SSPP-DAN S+S,+T 58.53
Semi DAN S+ T+T, 67.28 Semi: 3 samples per
Semi SSPP-DAN | S+ S, + T+ T, 72.08 person from target
Train on target T, 88.31 domain are revealed

S: Labeled webcam  T: Unlabeled surveillance
S,: Virtual set from S  T;: Labeled surveillance
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Labeled Faces in the Wild (LFW)

Source Target
| = B -
\ L}
= Dataset summary
- Rearranged LFW-A for SSPP face recognition

- Gallery: 50 images for 50 people
- Generic set: 108 subjects
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Labeled Faces in the Wild (LFW)

Source Target

= E=E -
\ L}

* LFW for SSPP protocol

- Gallery: 50 images for 50 people
- Generic set: 108 subjects

Method Accuracy | Method Accuracy

DMMA 17.8 RPR 33.1

AGL [6] 19.2 DeeplD [21] 70.7 7

SRC 204 JCR-ACF 86.0 | Deep
ESRC 27.3 VGG-Face [8] 96.43 | learning
LGR 304 Ours 97.91 -
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Summary

Identification
(Probe)

Registration
(Gallery)

~

Gap

1. Heterogeneity of the shooting environments

2. Shortage of training samples
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Summary

Identification
(Probe)

Registration
(Ga"ery) & o S;Lrlt:gglﬁ S ;i:zlr; F c\;zgzler C
[ V| 4 F | o

~

1. Heterogeneity of the shooting environments
»Domain adaptation network

2. Shortage of training samples
»Face synthesis

KAIST 37




Questions?



Appendix

KAIST
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Domain Adaptation (DA)

= Domain Adversarial Network

(Ganin, Yaroslav, and Victor Lempitsky. "Unsupervised domain adaptation by backpropagation.” ICML 2015.)
- Unified framework using adversarial training

Feature extractor Label classifier

Y :
feature extractor G¢(-;0y) ), s Y E>

|:> @) domain label d

{ D o7 ] L)Y —Closs LD

forwardprop ~ backprop (and produced derivatives)

Domain classifier

KAIST 40




Domain Adaptation (DA)

= Domain Adversarial Network

(Ganin, Yaroslav, and Victor Lempitsky. "Unsupervised domain adaptation by backpropagation.” ICML 2015.)
- Unified framework using adversarial training

Feature extractor Label classifier

aL[ f)Ly
0% 50, Closs Ly
E> E> |:> |:> E> |:> |:> E class label y

label prull(ml (TU( :6'5,)

-~

J soanjeo]

Y ;
feature extractor G¢(-;0y) ‘3‘6 %‘ ]
74 y 4 |:> |:> @ domain label d

0L, - :
90 AL @
forwardprop ~ backprop (and produced derivatives) 06 d

Domain classifier

KAIST 41




Domain Adaptation

» Adversarial Training
- F is trained to fool D so that D cannot determine domain of data.
- Gradient Reversal Layer (GRL)
>forward: identity operation  fa(x) =x

»backward: multiply by —1 dd% = —)I
= |_oss for training
Lo = Z L‘,}: when update 6
ies
Lp = Z Ly when update fp

iesSuT

L :ZLi —A Z L}j when update 6

iESs iesSuT

L% and L loss of C and D, and
0p, 0,0, : parameters of D, F,C
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