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PROBLEM

and RGB z =

Bayer image b6 € R"
T g7 pTT

We improve demosaicing and denoising by The source code is available at github:
https:/ /github.com/TomHeaven/Joint-

Demosaic-and-Denoising-with-ADMM.
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€ R°". The image formation model

. Introducing hidden priors in minimization
model solved by ADMM

. Combing multiple effective priors

. Producing results with better performance
and robustness to noise

b= Ax +n (1)

where A € R™ 5" is the mosaic matrix which
down samples RGB image x to Bayer image b, and
n € R" is the noise vector.

Joint demosaicing and denoising can be
viewed as the inverse problem of (1)

min || Az — b||3 + T(z)

where T'(x) represents the prior functions.
This is a difficult problem due to limited infor-
mation, that is only 1/3 pixels are known.

METHOD

The image recovery model is specialized as

min Az — b5 + Meo|| V|1 + Xomzabm3d(x) + Aee||Cz||1 + Aamdemosaic(x) (3)

The above equation consists of one data term and four priors: total variation [3], bm3d denoising term
[4], cross-channel prior [5] and demosaicing prior [6].
Suppose we have a minimization problem with J terms

J
min Z g; (HY) 2) (4)

zER4 ._

where g, : RP7 — R are functions with closed form, H (4) € RPi*d are matrices and p = p; + - - -
The general steps solving problem (4) are

1. Initialize ug, do, 1 with zero vectors.

2. Start iteration

—I-pJ.
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Line 6 corresponds to a restoration problem with v as the data term and g, (v) as the prior term, which Kodak | 34.98 33.88 31.63 Mc- 0 35.18 32.49 32.66
suggests ADMM split a complicated minimization problem with multiple prior terms into multiple (24 3 31.31 33.07 31.60 Master | 5 31.17 32.01 32.63
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