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HIGHLY PARALLEL HEVC MOTION ESTIMATION BASED ON MULTIPLE TEMPORAL PREDICTORS
AND NESTED DIAMOND SEARCH
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1. INTRODUCTION

» Fast search motion estimation (ME) algorithms are
extremely 1mportant to reduce the complexity of high
efficiency video coding (HEVC) encoding.

» Massively parallel architectures, such as GPUs, provide a
promising computing platform to calculate the best motion
vector (MV) of several blocks in parallel in order to
achieve fast encoding.
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2. MULTIPLE TEMPORAL PREDICTORS (MTP)
» Perform RCME in two steps:

1- Use a list of MVP candidates, RCME data 1s calculated
in parallel in the GPU:

mv; = argmin {D(mv) + A - R(mvp; — mv)}

MVEMVseqrch

Pyg(mup;) = (D(mv;), mv;)

mvp; € {mvpy, ..., mvpy}
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3. NESTED DIAMOND SEARCH (NDS)

» Smallest execution unit in GPU is a wavefront/warp that
contains 64 parallel thread executing the same instruction.
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» Designed for GPU architecture,
we define a nested fixed diamond
pattern consisting of 64 positions.

» RCME is performed in several
iteration by finding best MVs of
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4. EXPRIMENTAL RESULTS

Software: Implementation in the HEVC test model HM15.0.

Hardware: Intel(R) Xeon(R) CPU E5-2670 @ 2.60GHz,
equipped with an AMD Radeon R9-270 GPU.

Encoder 1s set to “Low-delay P” configuration and
quantization parameters (QPs) of 22, 27, 32, and 37.
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