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1. Introduction

Curse of 
Dimensionality

• Zhai Y, Ong Y S, Tsang I W. The Emerging" Big Dimensionality"[J]. IEEE Computational Intelligence Magazine, 2014, 9(3): 14-26.
• http://archive.ics.uci.edu/ml/
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The evolution (rise) of feature dimensionality in correlation matrices. 

(a) Diabetes (8 features)

(b) Lung Cancer (56 features)

(c) Psoriasis (529,651 features)

Correlations between feature pairs using a 2D correlation matrix

1. Introduction

• Zhai Y, Ong Y S, Tsang I W. The Emerging" Big Dimensionality"[J]. IEEE Computational Intelligence Magazine, 2014, 9(3): 14-26.



 Time and storage

The high-dimensionality data always contain a  plenty of redundant data and noise, 

which may leads to high time complexity, large storage burden.

 Generalization ability

The high-dimensional data may increase the number of parameters of the learning 

machines, and therefore easily lead to over-fitting and degradation of the 

generalization ability.
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1. Introduction
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1. Introduction

 Solution

 Subspace learning：

Subspace learning is one of the most effective ways to eliminate the curse of 

dimensionality by projecting the data to a low-dimensional feature subspace.

 Feature selection：

Feature selection directly selects a subset of relevant and most representative 

features. And it is also an effective technique to reduce storage burden and time 

complexity,  and improve generalization ability of the learned.
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1. Introduction

 Feature selection

 Filter Methods

Filter method based on general features like the correlation with the variable 

to predict.

e.g. variance, Laplacian Score, consistence

 Wrapper Methods

Wrapper Methods evaluate subsets of variables which allows to detect the 

possible interactions between variables.

e.g. R-SVM, SVM-RFE

 Embedded Methods

Embedded methods takes advantage of its own variable selection process and 

performs feature selection and classification simultaneously.

e.g. EUFS

• Guyon I, Weston J, Barnhill S, et al. Gene selection for cancer classification using support vector machines[J]. Machine 
learning, 2002, 46(1): 389-422.
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2. Multi-view Feature Selection

• Tang J, Hu X, Gao H, et al. Unsupervised Feature Selection for Multi-View Data in Social Media[M]// Proceedings of the 
2013 SIAM International Conference on Data Mining. 2013.
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2. Multi-view Feature Selection

• Shi H, Li Y, Han Y, et al. Cluster structure preserving unsupervised feature selection for multi-view tasks[J]. 
Neurocomputing, 2016, 175(PA):686-697.
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• Tang J, Hu X, Gao H, et al. Unsupervised Feature Selection for Multi-View Data in Social Media[M]// Proceedings of the 
2013 SIAM International Conference on Data Mining. 2013.
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2. Multi-view Feature Selection

• Tang J, Hu X, Gao H, et al. Unsupervised Feature Selection for Multi-View Data in Social Media[M]// Proceedings of the 
2013 SIAM International Conference on Data Mining. 2013.
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 Feature level:

3. Mixed Sparsity Regularized Feature Selection

 View level:

Mixed Sparsity Regularized Learning 
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3. Mixed Sparsity Regularized Feature Selection

(d) Mixed Sparsity Regularized Feature Selection

 Lagrange Multiplier Method

 Parameter-free Multi-view Learning
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4. Experiment

 Settings：

 Datasets：

 Clustering accuracy

 Clustering NMI
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4. Experiment

 Experiment Results：

 Clustering accuracy result of all data sets

 Clustering NMI result of all data sets
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5. Conclusion

 Automatically learning the view weights.

 Alleviate the effect of the outlier views and features with noisy information.



Q & A

Thank you!


