
• Adjust scores in different layers for feasible global 
pruning.
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ABSTRACT
Convolutional neural networks (CNNs) are always
trapped by their huge amount of parameters when
faced with resource-limited devices. To handle this
problem, we propose a pruning scheme for neuron level
pruning, in which the redundant neurons were selected
globally in the network. Our scheme could automatically
find a thinner network structure with a given
performance.

INTRODUCTION

• Three types of current pruning methods
• Approximation: Weight matrices and tensors in deep

model could be approximated using tensor
decomposition techniques.

• Quantization: By searching or constructing a finite set for
candidate parameters, one could map parameters from
real number to several candidates

• Pruning: Reduce redundant connections, neurons or
entire layers of the model.

• Pruning methods in different granularities:
• Layer-level: Shallower networks
• Neuron-level: Thinner networks
• Connection-level: Sparser networks

• Main problems
• How to evaluate the importance of a neuron
• How to conduct the pruning process

• We refer neuron as a node in fully-connected networks 
or a filter in convolutional networks.

METHOD

• Average Absolute Weights Sum

𝑆𝑆𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴(𝑙𝑙, 𝑖𝑖) = 1
𝑛𝑛𝑐𝑐×𝑛𝑛𝑚𝑚×𝑛𝑛𝑛𝑛

∑𝐶𝐶 ∑𝑀𝑀∑𝑁𝑁 |𝑊𝑊𝑚𝑚
𝑙𝑙|

• 𝑛𝑛𝑐𝑐 × 𝑛𝑛𝑚𝑚 × 𝑛𝑛𝑛𝑛 is the number of elements in a filter, 𝑊𝑊𝑚𝑚
𝑙𝑙 is a

parameter in the filter. We omit indexes for simplicity.

• The imbalance of scores in different layers

FRAMEWORK

EXPERIMENT RESULTS
• Pruning VGG-like network for CIFAR-10 classification(Prop. 

for “proportional pruning neurons in each layer, not 
proposed.”)

• Redundant neurons selection ( neuron importance
evaluation )
• 𝑙𝑙 = 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 𝑖𝑖𝑛𝑛𝑖𝑖𝑙𝑙𝑖𝑖, 𝑖𝑖 = 𝑛𝑛𝑙𝑙𝑛𝑛𝑙𝑙𝑛𝑛𝑛𝑛 𝑖𝑖𝑛𝑛𝑖𝑖𝑙𝑙𝑖𝑖,𝑁𝑁 = #𝑛𝑛𝑙𝑙𝑛𝑛𝑙𝑙𝑛𝑛𝑛𝑛𝑛𝑛 𝑖𝑖𝑛𝑛 𝑙𝑙 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙
• Mean of activations:

𝑆𝑆 �𝑅𝑅(𝑙𝑙, 𝑖𝑖) = ∑𝑗𝑗=1𝑁𝑁 𝑅𝑅𝑚𝑚𝑗𝑗𝑙𝑙

• Standard derivation of activations:

𝑆𝑆𝜎𝜎(𝑙𝑙, 𝑖𝑖) =
∑𝑗𝑗=1
𝑁𝑁 (𝑅𝑅𝑖𝑖𝑗𝑗

𝑙𝑙 − �𝑅𝑅)

𝑁𝑁

• Pruning VGG network for Kaggle cat/dog 
classification(transfer learning)
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