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1. Introduction

“ Speech emotion recognition systems benefit from acoustic

2.Proposed Phoneme Sequence Based Features

Phoneme Sequence
vocabulary

Salience based weighing,v, for utterance u
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features and lexical features. [learnt in training] K

 Lexical features from manual transcripts provide high accuracy, L

but not suitable for practical situations. Calculate Bag Of ® |s the saliency weight matrix corresponding to each word
. . . . Phoneme | oy o ~_  Phoneme | | I. ~ Phoneme and each emotion for all words Iin Bag of Word / Phoneme
* Transcripts based on automatic speech recognition (ASR) is an Recognizer Sequences \ A vector b, (u) and K is the number of words in utterance w.
alternative, but not as successful and not as popular. Shonemes | Of length (1=2,3) g . p
. , L N . Sequences v
** ‘Vocal gesture_s are Ilngu_lstlc and non linguistic expressions ETA T — The proposed relative frequency based weighing (LRF)
that generally signify emotions ° ¢
Weights representin : W
* Generally only some of these are modelled by ASR. emotionj Sa”er?ce o WO?dS Weighted b k= 771E k)
Test [learnt in training] Featur_e | 1 4 ) (Wk)
<+ We propose to capture vocal gestures by means of Speech (D) calculation ' n—1
phoneme sequences and consider phoneme sequences as a bh bi n;(wy) : number occurrences of the k" lexical unit wy, in utterance u of emotion j
type of lexical unit. — PN £ the LtR foxi L .
n;(wy) : number occurrences of the k™ lexical unit wy, in utterance u of emotion |
< Salience based weighing on lexical units can improve Tra'(ge\‘/jl\(ﬂ:/'gslf)'f'er n : the total number of emotions of interest
performance. We propose a novel saliency weighted feature ]
representation applicable to both words and phoneme Prediction Novel Saliency based lexical feature vectors
seguences.

 LRF: v, (u)feature based on above weight (n x 1)

** We propose the use of phoneme sequences to encode specific -
 MLRF: v.(u) Modified LRF features (2n x 1)

sounds to represent verbal gestures and some spoken content.

4. Key Resuits WAR BUAR V() = [ve )" me(u)' )
| T Row ) — =T N - where me(u) = [a;(w),a(w),..,ap(w)] and a;(u) = max ¢;;
:Nlth m_artlual Lex eVector [11] = r— — aseiney 9. ExXamples of most salient phoneme sequences |
fellselpits Proposed LRF —
Proposed mLRF . — - % Unlike Lex eVector, Proposed LRF weight does not apply
Angry ,_"J‘a.'hh',m," Sh"yl"y’ en-aa-hi’, ly-ly-n’, penalty to words infrequently appearing on different emotion
Wit y-jh-1y’, ‘ay-ay-t classes.
It OUt ) 1 . 1 1 1 1 1 1, 1 . o " "
manual Poposed MLRF(seq2) — Happy |'ow-hh-1y’, "ay-ay-hh', 'hh-aw-aa’, ‘ly-ae-ay’, % Inclusion of m,(u) in mMLRF avoids watering down of the
transcripts Proposed mLRF(seq3) e — 'hh-ay-eh'’ weights In long utterances with a small number of
Sad 'm-m-n’, 'n-n-m’, 'pau-m-m’, 'm-r-hh’, ‘pau-n-n’, 'm-t- emotionally salient words.
- - IS09 T — ah’ =
ngbosr:izvlth [SO9+mLRF(words) e — 6' concI“SIun
Features(IS09) izgziztgggqg I —— % Proposed saliency based lexical representation outperforms
q ﬁﬁ_ examples: state-of-the-art lexical features for emotion recognition.
30 40 >0 o0 70 * ‘eh-aa-hh’ (expression of disgust) < Phoneme Sequence based features can capture vocal

* ‘ly-ae-ay (cheering)

_ _ gestures in emotion recognition systems and this approach
* ‘'m-m-m’ (sound of long audible breaths or sighs)

Experiments: IEMOCAP data on leave-one speaker-out cross validation _
does not require a full ASR

[Results reported for Proposed features is classified with Random Forest classifier.
Lex-ASR [10]-non linear SVM classifier & BOW|[11],Lex eVector[11]-linear SVM]




