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1. Deep neural network architecture called MultiGAP that exploits 
features from multiple inception modules pooled by global 
average pooling (GAP), evaluated by prediction of (10-class) 
categorical distribution, before performing score binarization

2. The incorporation of textual features trained simultaneously with 
MultiGAP using a recurrent neural network (RNN) with gated 
recurrent unit (GRU) layers

3. The ability to leverage the GAP block for visualization of activation 
maps based on the aesthetic category and rating
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Deep learning 
models

CNN, Double Column CNN, 
Multi-modal CNN

Generic features

SIFT , feature encoding method 
such as a Fisher Vector

Handcrafted 
low-level features

 
color, hue, saturation, light 
exposure, and also other 

heuristics driven by rule of 
thumbs used by professional 

photographers
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GoogleNet
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GAP (Global Average Pooling) Layer
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Class Activation Map (CAM)



Class Activation Maps (CAM)
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