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Introduction

 Video encoding procedure

Reference: https://en.wikipedia.org/wiki/High_Efficiency_Video_Coding



Introduction

 Rate Distortion Optimization

 min 𝐷 , 𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 𝑅 ≤ 𝑅𝐶

 min 𝐽 , 𝑤ℎ𝑒𝑟𝑒 𝐽 = 𝐷 + 𝜆𝑅

Figure Reference: http://dirac.sourceforge.net/documentation/algorithm/algorithm/rdo.htm



Introduction

 Approximate Nearest Neighbor (ANN) Search

query



Introduction

 Binary Hashing for Approximate Nearest Neighbor Search

Binary vector

128 bits

160 MB

GIST vector

512 values

20 GB

10 million images

𝐿2 distance

XOR



Problem Formulation

 Traditional Hashing: 𝐽 = 𝐷 in a certain 𝑅

 Rate Distortion Optimization 𝐽 = 𝐷 + 𝜆𝑅

 𝐷 = 1 −𝑚𝐴𝑃

 𝑅 = 𝑏𝑖𝑡 𝑛𝑢𝑚𝑏𝑒𝑟
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Direct evaluation

 Working points on 𝐿 are optimal

 for 𝑝 ∈ 𝐿, 𝐽 𝑝 = 𝑑 + 𝜆𝑟 = 𝑐𝑜𝑛𝑠𝑡

 𝜆 =
𝑐𝑜𝑛𝑠𝑡−𝑑

𝑟

𝑝(𝑟, 𝑑) means a working point on 

D-R space

𝑐𝑜𝑛𝑠𝑡 is an arbitrary constant

The slope of (0, 𝑐𝑜𝑛𝑠𝑡) and (−𝑟, 𝑑)



r-d optimization based evaluation

 𝐽 = 𝐷 + 𝜆𝑅


d𝐽

d𝑅
=

d𝐷

d𝑅
+ 𝜆 = 0

 𝜆 = −
d𝐷

d𝑅

Derivative of 𝐽 to 𝑅 and set it to 0



r-d optimization based evaluation

 R-D models

 Fitting problem as a simple method

 Quadratic model

 𝐷 = 𝑎𝑅2 + 𝑏𝑅 + 𝑐

 𝜆 = −
d𝐷

dR
= −2𝑎𝑅 − 𝑏

a given 𝑅  𝜆
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Dataset

 Two different datasets

ANN_SIFT10K ANN_SIFT1M

Dimension 128 128

# Query vectors 100 10,000

# Base vectors 10,000 1,000,000

# Training vectors 25,000 100,000

# Ground truth 100 100



Evaluation DE, 10k dataset



Evaluation DE, 1M dataset



Evaluation RDOE, 1M dataset



Evaluation RDOE, 10k dataset
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Conclusion

 Evaluation method on hashing methods

 If a hashing method works well on a certain experiment

 Make a decision when the bit number are also taken into account

 Finding a reasonable 𝜆
 Direct evaluation

 Rate-distortion optimization based evaluation

 Future works

 Reasonable lower bound

 Other areas which can be applied rate-distortion optimization to



 Thank you!

 Any questions?


