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• Challenges in target re-identification 

–Variations in camera view

– Illuminations

–Appearance changes

• Major approaches re-id

–Feature design/selection

–Distance learning

–Mid-level feature learning

Introduction
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• Classic approaches
– Gaussian Mixture Model(GMM) for human target representation by 

Chae and JO.

– Cumulative color/incremental major color spectrum histograms 
representation by Cheng and Piccardi. 

– Trajectories matching by Madden and Piccardi.

• BTF-based approaches
– Original BTF is used for inter camera color calibration by Porikli.

– Mean-BTF(MBTF) by Javed et al. average the appearances similarity 
that projected to low subspace.

– Cumulative-BTF(CBTF) by Prosser et al. compensate illumination 
change over time.

– Weighted-BTF by Datta et al. finds K training images that close to the 
target in background and then weighs BTFs.

Related Work
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• Normalized cuts over-segment regions.

• Region growing to get the foreground and 
background model

Proposed Method

Fig. 1: Example results from foreground (target) -
background segmentation (a) Original image, (b) 
the segmented image obtained with the 
proposed approach, (c) the segmented image 
obtained with the approach in [19].
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• Cumulative histograms 𝐻𝑘,𝑐𝑖
𝑎 and 𝐻𝑘,𝑐𝑖

𝑏

computed for each color channel 𝑐𝑖. 𝑎 and 
𝑏 refer to two different cameras, and 𝑘 is 
the index of matched image pair in the 
dataset.

• The correlation Matrix 𝐶 obtained between 

𝐻𝑘,𝑐𝑖
𝑎 and 𝐻𝑘,𝑐𝑖

𝑏 represents the mutual 

distances. The shortest cost path 
connecting the top left vertex to the 
bottom right is the original BTF.

Proposed Method
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• Chain Code Histograms(CCH) is employed 
to check the similarity between two BTF 
functions.

Proposed Method

where 𝑟 and 𝑠 are N-dimensional feature 
vectors. In our case, the vector for CCHs is of size 
eight, since eight directions are used while 
constructing the chain codes.
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• If two histograms are identical, then the 
dissimilarity distance between them 
becomes zero. 

• As the histograms start to deviate from 
each other, the dissimilarity distance 
increases. 

• If this distance is greater than the threshold 
ρ, a new codeword is generated. We used 
the same value for ρ in all the evaluations.

Proposed Method

Fig. 2: Top three most frequently 
occurring BTFs for red, green and 
blue channels when ρ = 0.05.
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• Image representation
– An image is divided into 15 horizontal stripes

– 20 dimensional histogram of RGB, HSV and YCbCr color features

– 405 dimensional HOG feature histogram

– 12 channel feature vector with 20925 dimensions, where each channel is 
obtained by concatenating features across all stripes. 

– The distance between two images is computed by taking the average of 12 
Bhattacharyya distance.

• Datasets
– VIPeR, 632 objects, 2 camera views

– CUHK01, 971 objects, 2 camera views

– CAVIAR4REID,  50 objects , 2 camera views

Experiment Results
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Experiment Results

• Color correlation comparison

Tab. 1 Color correlation score improvement obtained by the proposed method compared 
to CBTF on VIPeR, CUHK01 and CUHK02 datasets.
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Experiment Results

• Re-id performances

Tab. 2 Correct match in the top r returned images. p is the number of images in the test set 
(out of 632 images in the VIPeR dataset). 

Tab. 3 The percentage of 
images, for which the correct 
match is in the top r returned 
images. p is the number of 
images in the test set (out of 
971 images for CUHK01 
dataset).
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Experiment Results

Fig. 4 CMC curves obtained with the 
proposed method and WBTF [19] for (a) 
CAVIAR4REID, (b) VIPeR (p = 532) datasets.

Fig. 3 (a) and (b) images from 1st and 2nd 
camera, respectively,
(c) transferred version of column (a) image by 
proposed method, (d) transferred version of 
column (a) image by CBTF, (e) codewords used 
by the proposed method for R,G,B channels 
(top to bottom). 

(a)            (b)          (c)             (d)            (e)
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Thank you!
Questions?


