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Motivation

 Motivation: The single scale model limits the ability of the model to capture the

global information. The multiscale information should be incorporated into our model.

 Background: Remote sensing images are essentially rich in scales, structures,

objects and so on. This makes that semantic segmentation is still a challenging

problem. Our paper focus on the SAR remote sensing images.

 Two key factors: The labeling consistency and detail preservations are equally

important for remote sensing image semantic segmentation.

 Bottleneck: multinomial latent model with amplitude and texture feature is a

popular contextual segmentation method. The single spatial contextual relationship

is difficult to deal with the heterogamous structures of remote sensing images.
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Motivation

 Bottleneck: Due to the special principle of remote sensing images, especially the SAR 

images, the Gaussian based distribution is generally no longer confirmed.

 Scattering characteristic:  the scattering statistics reflects the roughness of the 

remote sensing images.

 Motivation: Non-stationary 𝐺0 distribution can flexibly model the regions with

different characteristics, homogeneous, heterogeneous and extremely heterogeneous

regions, which reflects the structural information of the remote sensing images.

A. C. Frery, H. J. Muller, C. C. F. Yanasse and S. J. S. Sant’Anna, “A model for extremely 

heterogeneous clutter,” IEEE Trans. Geosci. Remote Sens., vol. 35, no. 3, pp. 648-659, May. 1997.

Gaussian distribution 𝐺0distribution



Hierarchical multinomial latent model with 𝐺0 distribution for remote sensing image semantic segmentation11/2017

Scattering statistics of the SAR images

 Different distributions and properties of the SAR images
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G0distribution

 The density function of 𝐺0distribution is described as 

where the parameter 𝑛 is the number of looks. The parameter 𝛼 and 𝛾 are used to

characterize the roughness and scale of SAR image, respectively

Densities of distribution with different parameters.
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Hierarchical multinomial latent model with 𝐺0distribution

 Our model is constructed on the quad-tree structure

Quad-tree structure Quad-tree notations

The quad tree is obtained by two layer wavelet decomposition. 𝑠0is the finest

scale and 𝑠2is the coarsest scale. The local and global information can be

captured by this structure.
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Hierarchical multinomial latent model with 𝐺0distribution

 Our model is defined as follows

We define that 𝑌 = 𝑌𝑠 𝑠∈𝑆 is the observed field and X = 𝑋𝑠 𝑠∈𝑆 is the label

field, where𝑆 = 𝑆0⋃𝑆1⋃𝑆2 . Let Ω = 1,2, … , 𝐾 be a finite set, the labeling is

performed on this set. Our goal is to estimate labels 𝑋 given a set of observed

data 𝑌 and the image segmentation task can be formulated as the modes of

posterior marginal (MPM)

The model include three parts: the likelihood model, spatial contextual model

and transition Probabilities. The three portions are introduced in the following

part. Then, MPM are used to obtain the segmentation result by bottom-up and

up-down way.
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Likelihood model: combine amplitude and texture

 The likelihood model combine amplitude and texture features

 Amplitude density is described as the 𝐺0 distribution, which can describe the 

homogeneous, heterogeneous and extremely heterogeneous regions

 Texture density is described as 𝑡 distribution

Amplitude feature Texture feature

where 𝑦𝜕𝑠 is the surrounding pixels of 𝑦𝑠. 𝜇𝑘, 𝛽𝑘, 𝜑𝑘 are the parameters of the

distribution.
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Spatial contextual model

 Spatial context model is also the prior model. It is the process to estimate the prior

probabilities on the obtained segmentation map. We resort to the single-scale

multinomial latent model which takes into account the smooth label constraints. By

employing the logistic function, the prior density is written as:

𝛿 𝑥𝑡 = 𝑚 = ቊ
1, 𝑥𝑡 = 𝑚
0, 𝑥𝑡 ≠ 𝑚

This term captures the relationships

between the pixel label and the

surrounding labels. The local spatial

relationships are well described.
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Transition Probabilities

 The transition probabilities represent the causalities of the statistical interactions

between the different scales. It plays a decisive role in hierarchical multinomial latent

model. We use the transition probability as follows:

where𝑥𝑠 = j represents that 𝑥𝑠 belongs to the 𝑗th class. 𝜆𝑡 is model parameter

with 𝜆𝑡 >
1

𝐾
. In addition, 𝜆𝑡 is independent of the scale. This model favors

identify between parent and children. In our approach, 𝜆𝑡 is set as 0.9.
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MPM labeling consistency

 Two-pass Computation of Posterior Probabilities

 Bottom up pass:

 Top down pass:
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Experiments

 Experimental results on the synthetic SAR images.

Original image                                MRF                                ATML-CEM

Our                                    Ground truth

Our approach can

improve the labeling

consistency and preserve

the details very well. Our

experimental result is the

closet to the ground truth

segmentation.
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Experiments
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 Experimental results on the synthetic SAR images.
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Experiments

 Experimental results on the real SAR images.

Original image                                 MRF                               ATML-CEM

HMRF                                       Our                               Ground truth
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Experiments

 Experimental results on the real SAR images.

Original image                                 MRF ATML-CEM

HMRF Our                               Ground truth
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