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Introduction

We propose a correlation-based approach that uti-
lizes response maps from CNNmodels to detect faces
in video sequences such that the face features of each
identity are better aligned in the embedding space.
We leverage the concept of [1] to analyze network
predictions to automatically identify important neu-
rons within each video sequence and translate them
to input space to generate interpretable response
maps (clear silhouette of the faces). The correlation
between these response maps are utilized to find the
optimal face locations.
We compare our result on the YouTube Faces (YTF)
dataset with recent face detection algorithms to
demonstrate the superiority of our approach. De-
formable part models (DPM) based method [2] is
one of popular and widely adopted approaches. We
demonstrate that compared with such an accurate
face detector, faces cropped by our approach gener-
ate more consistent embeddings, resulting in better
face recognition performance.

Figure 1: The automatically selected neurons and corresponding
response maps of images from four different videos.

Proposed Framework

Automatic Neuron Selection The neuron is
selected by maximizing the objective function I ,

I(l, i) = ml,i − λvl,i (4)
where λ balances the effect of activation magnitude
ml,i and variance vl,i. Let xn ∈ {x1, ..., xN} denote
the frame image, and zl,in denote the activations of
the ith neuron in the lth layer of a CNN model. The
overall variance vl,i is calculated by averaging vari-
ance of each (r, c) element in zl,in .
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To enhance the stability, we introduce a target spe-
cific prior, a Gaussian kernel gl,i with peak centered
at the max element of the neuron.
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Response Map Generation The selected neu-
ron is attached to a deconvnet for deconvolving back
to the image space to generate response maps that
show clear silhouette of the faces.
Correlation Calculation We apply circular shift
to each response map and average the correlation
over all combinations to find the optimal face loca-
tion (a, b) between two response maps h and h′,

arg max
a,b

∑
d
F−1(ĥ∗d � ĥ′d) (5)

where ∗ is the complex-conjugate, and F is the DFT
operation. The faces in each pair of response map
are cropped by centering a bounding box at (a, b).

Figure 2: The overall framework of our approach.

Experiment

We evaluate the feature consistency within each
video sequence by calculating the absolute value dif-
ference of three different indexes between our ap-
proach and DPM, (i) variance, (ii) average cosine
similarity of consecutive pairs, and (iii) average co-
sine similarity of random pairs. The distributions of
the absolute value difference are shown in Fig. 3,
where the blue bins represent the number of videos
that our approach outperforms DPM, and the red
bins represent the number of videos DPM outper-
forms ours. Embeddings extracted by our approach
have lower variance and higher cosine similarity in
most of the videos which reveals the consistency of
our embeddings within each video sequence. The
peak value of the blue histograms are much larger
than the red histograms, which shows that when our
approach outperforms, it improves the outcomes by
a great margin.
Extracting embeddings from faces cropped by our
approach consistently leads to better performance
on public models such as VGG [3] and LCNN [4]. If
faces are cropped by our approach and the embed-
dings are extracted from the same network structure
(LCNN), the performance can be improved to 93.0%
compared to the result 91.6% in [4] and achieve com-
parable result to the state-of-the-arts.

Conclusion

In this paper, we target to enhance the face recog-
nition performance in videos by exploiting the cor-
relation within response maps generated from auto-
matically selected neurons to find the optimal face
locations. Experiments show that embeddings gen-
erated from faces cropped by our approach are more
consistent and representative which significantly im-
prove the baseline accuracy of the YTF dataset.
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Figure 3: Histogram plots for the absolute value difference of the three indexes between our approach and DPM.
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