MAN-MADE OBJECT RECOGNITION FROM UNDERWATER OPTICAL IMAGES e
USING DEEP LEARNING AND TRANSFER LEARNING 0|EEE

Xian Yu, Xiangrui Xing, Han Zheng, Xueyang Fu, Yue Huang', Xinghao Ding
Key Laboratory of Underwater Acoustic Communication and Marine Information Technology, Ministry of Education, Xiamen University, China
School of Information Science and Engineering, Xiamen University, China

{*yhuang2010@xmu.edu.cn}

Objective Avoid having to collect and annotate large-scale underwater images with deep network and transfer learning
INTRODUCTION METHODS
» Challenges : » Underwater datasets generation
Poor image quality Color i1s the most dominant feature, we adopt the color transfer method [1] to manipulate the color values of real underwater i1mage to generate
Non-uniform lighting  Low contrast images with same appearances, as I, Then we applied turbidity simulation on top of color transfer according to the underwater imaging
Data collection difficulties physical model. For example, the direct transmission: D = I.,;,-€” "%, and the backscattering: B = B, (1 — e~ "%). Then the resultant
Complex environment  Expensive labeling costs underwater image is generated by: Ingerwater = D + B — D - B, where - represents the element-wise multiplication.

> Underwater object recognition framework

The maximum mean distance (MMD) [2] 1s applied to the high-level layers as the regularization and transfer learning element based on normal
AlexNet as: Di(p, q) = Exsxsk(x3, x5 ) + Eye e k(x5 x5 ) —2 Expxtk(xg, xt ). Then the objective function can be defined as:
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EXPERIMENTS CONCLUSIONS
» Datasets . Remove the need to carry out the tedious and

difficult task of collecting and annotating large-
scale underwater images with deep network and
transfer learning by using In-air Images to
effectively classify man-made object from
underwater optical images.

ACKNOWLEDGEMENTS

The Amazon dataset consists of objects from 31 classes with irregular shapes captured from different views [3]. We
generate three simulated underwater datasets with three different values of turbidity for each reference image by
adjusting turbidity factor z.

> Experimental Details and results

We compare the accuracies of the three experiments for datasets with different turbidities and reference settings,
where Exp. 1 and 2 adopt the raw AlexNet, and Exp. 3 adopt the proposed network.
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