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Label Permutation Problem

® Conventional deep learning based methods
commonly cast multi-speaker separation as a multi-
class regression problem. In two-speaker situation:

)A(l,t’)A(Z,t =H (yt+F"”’yt—P)

® During training, the error between targets [Xl,t : Xz,t]

Experiments

® Dataset: WSJO-2mix

 training set: 30 hours from WSJO si_tr_s.

« validation set: 10 hours from WSJO si_tr_s, closed
condition (CQ).

« test set: 5 hours from WSJO si_dt_05 and si_et_05, 16
unseen speakers, open condition (OC).

and outputs [X;;, X, ] needs to be computed for

® Experimental Results
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