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Rumor Source Detection Problem

At time O, start spreading.

O—O) SI Model Spreading

—

Two types of nodes:
Susceptible and Infected.
(O Takes time 7;; ~ P;;for ito infect j.

7;; s are independent.

» Goal: Find sfrom ;.
» It is natural to estimate sthrough the MLE:

smLe = argmax L(v|Gr), = Pr(3t, Gi(t) = Grls =v).

vey

L(v|Gr)

Challenge and Previous Works

v Challenge:

» MLE’s computation time is exponential in # of infected nodes [1] .

» Previous works resort to approximations.

v Previous Approximation Schemes:
» [1] Rumor Center §R:

R(v,Gr):# of ways infection starting from vleading to G;.

Sp = argmax R(v, Gy).
veEV]

» [2] Jordan Center S :

d(u,v): minimum # of hops from node u to node v.

§y = arg min max d(u, v).

» [3] Dynamic Message Passing S

et

P, (7,t): the estimate of the probability that when node vis the source,

node ;is infected at time ¢.
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Key Ideas

If G'ris composed of two trees, .7;and .7, then the joint likelihood
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is factorized:

Recursively factorizing leads to the Belief Propagation Algorithm.

In Contrast, the likelihood of the node is not factorizable because

P(Gs) = /t'Pmsjt)P(%s@p(ﬂdt £ P(F|5)B(T)s).

» Thus, we aim to find the Joint Maximum Likelihood Estimator:

argmax L(v,t|Gr), L(v, t|Gr)
(v,t)eV xR

= Pr(g; (1)

(5JMLE, TIMLE) =

At unknown time ¢, observe GG;.

= Grls = v,t).

Belief Propagation Algorithm

» m,_,;(t):probability that if j is the source, j causes the infection in
the subtree rooted at .

» f.;(t): PDF of the time it takes for node i to infect node j.

mce—p = (Mascmp_c) * fpc

Mp—1 = ( H

ke{C.E,F.G,H)

mk:—:»D) * [1D

+ denotes convolution.

» By Fast Fourier Transform, a convolution takes time O(L log L).
» Each edge needs to propagate two times (forward and backward).

» Since a tree has n — 1 edges, the time complexity is O(nLlog L).

Extension to General Graph (GGT Heuristic)

Generate a weighted spanning tree. Then apply the BP algo.

4. Choose the next infected node again.
Assume Cischosen. I ={A, B,C}
Update C’s parent and infection rate.

® Aac
2. Choose the next infected node as L AAB

arg max Z A 5. Do again for D.
veVAL j€INNei(v) }
Assume B is chosen. I = {A, B} Mc
3. Update B’s parent and infection rate.
Parentp = arg min 41[11;] = A T
X ieI\{ B} 6. Compute (A t\GGTA ) by BP algo.
Aag = 1/F [TB — TA\TB > TA] GGT 4 is the welghted tree above.

1. Given (G yand the rates on edges,
Assume A is the source. I = { A}

Note:
1;’s are computed and modeled by
Gamma distribution.
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» All simulation is run with 7,

» The more similar a graph is to a tree, the more powerful the BP
algorithm will be.
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