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Building the Dictionary

• Assumption: There are 𝑘 subjects and each subject has 𝑛𝑖 training images.

• Each training image is represented by extracted feature vector, 𝑣 ∈ 𝑅𝑚.

𝐴𝑖 = [𝑣𝑖,1, 𝑣𝑖,2, … , 𝑣𝑖,𝑛𝑖
] ∈ 𝑅𝑚×𝑛𝑖

𝐴 = 𝐴1, 𝐴2, … , 𝐴𝑘 ∈ 𝑅𝑚×𝑛

• 𝑦 ∈ 𝑅𝑚 is the extracted feature vector from a test image.

𝑦 = 𝐴𝑥
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Sparse Representation Solution

• The extracted feature from the test image, 𝑦 ∈ 𝑅𝑚, can be expressed as a linear 

combination of 𝑛𝑖 training images, {𝑣𝑖
1, … , 𝑣𝑖

𝑛𝑖}, of the same subject:

𝑦 = 𝛼𝑖,1𝑣𝑖,1 + 𝛼𝑖,2𝑣𝑖,2 +⋯+ 𝛼𝑖,𝑛𝑖
𝑣𝑖,𝑛𝑖

≐ 𝐴𝑖x𝑖

𝑦 = 𝐴x ∈ 𝑅𝑚 x =

0
⋮
0
x𝑖
0
⋮
0

Wright, Yang, Ganesh, Sastry, and Ma. Robust Face Recognition via Sparse Representation, PAMI 2009 

3



Sparse Representation

• We are looking for a sparse solution 𝑥:

(𝑃0)  𝑥0 = 𝑎𝑟𝑔𝑚𝑖𝑛𝑥 𝑥 0 𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 𝑦 = 𝐴𝑥

(𝑃1)  𝑥1 = 𝑎𝑟𝑔𝑚𝑖𝑛𝑥 𝑥 1 𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 𝑦 = 𝐴𝑥

• The problem (𝑃1) can be solved via Linear programming, and the solution is 

stable under moderate noise [Candes & Tao’04, Donoho’04]
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L1 versus L2 Solution

Wright, Yang, Ganesh, Sastry, and Ma. Robust Face Recognition via Sparse Representation, PAMI 2009 
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Smoothed L0 Norm (SL0)

• L0 Norm

• discontinuous function

• Highly sensitive to noise

• Combinatorial search is needed for minimizing

• The idea of SL0 is based on the approximation of the discontinuous function by a 
continuous one.

𝑓𝜎 𝑥 ≜ 1 − 𝑒
(
−𝑥2

2𝜎2)

𝑓𝜎 𝑥 ≈  
0, 𝑖𝑓 𝑥 ≪ 𝜎

1, 𝑖𝑓 𝑥 ≫ 𝜎
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Smoothed L0 Norm (SL0)

𝐹𝜎 𝒙 = 𝑛 − 

𝑖=1

𝑛

𝑓𝜎(𝑥𝑖)

• Hence, we can conclude that for small values of 𝜎:

𝒙 0 ≈ 𝐹𝜎 𝒙

To find the minimum l0 norm solution, 𝐹𝜎 𝒙 should be minimized.
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A Simple Tracking Example
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Proposed Tracking System
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Closed-loop Feedback Control System

10



Proposed Method

• Time (t)

• Query sample (y)

• Dictionary (A)

• Error (e)

• Sparse coefficients (z)
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Positive and Negative Samples
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Representation of a query sample in frame t+1
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Proposed Method
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Structural Similarity Index Measurement (SSIM)

15

Wang Zhou, Bovik, Alan C., Sheikh, Hamid R., and Simoncelli, Eero P.Image Qualifty Assessment: From Error 

Visibility to Structural Similarity. IEEE Transactions on Image Processing, Volume 13, Issue 4, pp. 600–612, April 

2004



Compressive sensing for feature reduction

• Φ satisfies the restricted isometry property of order k<m and isometry constant 

0 ≤ 𝛿 < 1 if for all k-sparse signal 𝕦:
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Cont. Compressive sensing

• In the theory of compressive sensing, if the matrix Φ follows the restricted 

isometry property:
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Results

• Tracking results for more than 10 various 

publicly available video sequences

• The Challenging factors:

• Large pose variation

• Full and partial occlusion

• Large scale change

• Scene blur

• Significant lighting condition variations

• Disappearance
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Success Rate
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Center Location Error (CLE)
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Questions/Comments?

Thank You
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