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1. Introduction (1)

reduces its dimensionality explicates its latent

structures

exploration, analysis and
= Principal component analysis (PCA)
= Linear discriminant analysis (LDA)
= Nonnegative matrix factorization (NMF)

=  Complex matrix factorization (CMF)

novel paradigm for




1. Infroduction (2)

- The goal of this paper is to develop two complex
maftrix factorization models

and



2. Euler's Formula for Space Transformation (1)

Assume that we are given the representations of two images |, and I,
that are written by the N-dimensional vector

x, (i=1,2); x, e RY: x,(c) €[0,1] The mapping function from R to R*" is equivalent to a mapping function
The map Z: RY 5> RY f: RY =Y

Z(x)= ﬁ[ms(xi)’" sin (x,) |

1]
cas(xf-)=[cos(xf.(1)),cos(xj(2)),...,cos(xr_(N))]T f(xi)_zi_ﬁg $ :

sin(x,) = [sin (x, (1).sin (x, (2))..sin (x, (V)
|z(x)]=1

[Z ()" 2(x,) = ﬁZ cos(x,(c) -, (cD] ¢ =c0s(ax, ) +isin{ 7% ).

where the Euler’s formula 1s




2. Euler's Formula for Space Transformation (2)

of a pair of data in the input equal to
of the corresponding data in

I A0).Z06,)) = 5 [20x,) ~ 20 e

Then d(Z(x,).Z(x,) =1~ 3 cos(x,() ~,(c)
N4

Z: RY R o f:RY 5 C"

If . . ..
I =1, eg Vex(c)—x,(c)=0

d(Z(x,). Z(x,)) = 0

if the two images are unrelated, then their local elements
be unmatched.




3. The Proposed Method (1)

We denote the given training data set as a complex matrix
D = [Dy. Dy, .... Dy, where D;eC", and M is the total
number of training samples; the number of vectors in the it

class as m;, and the number of classes as C.




3. The Proposed Method (1)
PCMF
Model of PCMF:

Objective function of PCMF

mBin foa (B) = min % HD -BB” DHF

|D-BB*D|_ =Trace(D*D-2D*BB”D + D*BB"BB"D)]



3. The Proposed Method (2)

DPCMF

Integrating the Fisher's criterion [6] into PCMF to utilize

the distance between any two samples of the
the distance of the samples in

Objective function of DPCMF

: 1 : 1
MmN fopee (B) = min 5 HD -BB” DHF + 5 aTrace(B” (AS, —S,)B)

1 C

:EZ Z(d,r —pu)d, —u)
| ?‘T J=l

cocC

S, = C(C 1);;:(# — ), — )




3. The Proposed Method (3)

The update rules B = B® —?2 ViAY f(B“))
t B .

B . (B
O(ReB) d(ImB)

The Wirtinger's calculus  IAARACYES

V. four(B) =—2D"DB + BB"DD”B + DD”BB”B

AN\ N

V. forere (B) =—2D“DB + BB“DD”B+ DD“BB”B + a(1S, - S,)B

//



4. Experiments (1)

Facial Expression Recognition

LAY
o DR

anger disgust fear happiness sadness surprise  neutral anger disgust fear happiness sadness surprise neutral

(1) EE-CMF: Exemplar-embed complex matrix factorization /
(2) PNMF: Projective nonnegative matrix factorization
(3) DPNMF: Discriminant projective nonnegative matrix factorization

(4) NMF: Nonnegative matrix factorization.

(5) DNMF: Discriminant nonnegative matrix factorization.



4. Experiments (2)

PCMF and DPCMF for Facial Expression Recognition

Feature learning Recognizing

—> dictionary
- Get the learned feature = (
- Project the tested samples D;.; onto the feature space | ¢|assifier.

and obtaining the encode = ) Dy




4. Experiments (3)

TABLEI

FACIAL EXPRESSION RECOGNITION RATE (%) USING THE CK DATASET
WITH DIFFERENT SUBSPACE DIMENSIONALITIES

No.
Base
20 96.78 95.95 0543 9589 77.25 2424 85.41
30 97.31 97.00 92.25 9632 80.83 25.19 90.99
40 97.15 96.96 91.24 96.69 81.30 28.26 93.88
50 97.11 97.15 95.06 96.65 85.32 28.68 94.5
60 97.31 97.17 96.14 97.02 84.54 38.74 95.06
70 97.44 97.05 96.59 96.80 86.39 3849 95.18
30 97.27 97.21 96.74 97.07 87.47 38.93 95.93
90 97.25 97.19 96.63 9696 86.89 40.48 935.95
100 97.20 97.11 96.78 97.17 87.99 45.76 96.03
L 97.20) 96.98 95.21 96.73 84.22 3431 93.66

AR
DPCMF| PCMF EE-CMF DPNMF PNMF DNMF NMF




TABLE III
FACIAL EXPRESSION RECOGNITION RATE (%) USING THE JAFFE
DATASET WITH DIFFERENT SUBSPACE DIMENSIONALITIES

DPCMF| PCMF EE-CMF DPNMF PNMF




4. Experiments (8)

Experiments on Occlusion CK+ Images
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model which is reliable an
the classification task much easier.
Without limiting the sign of data, the developed methods are able to be applied on
real-world applications, particularly the field of complex-valued data processing,

such as communication and acoustic, etc..

Future works: extending the proposed approaches to the nonlinear representatio

and also testing their performance on various type of dataset.









