Super Wide Regression Network for Unsupervised Cross-database Facial Expression Recognition
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1.Introduction 2.Method

» Motivation: The problem of cross-database FER aims at S — | | | o
learning a classifier based on a set of labeled training samples g sl Byt fsial epressinn, sl Learning a regression parameter to build the relationship
such that the learnt classifier can accurately predict the e Projectons + brojections *ijectioﬁ between expression features and labels, which can be
expression categories of the unlabeled testing samples. N =i BT N ., Tormulated as f°||0VYS= .

» Solution: A super wide network has been used to serve as the : 1 ! E i E E E ””””””” ] ml}HHLS — U X°||- (1)
regression parameter instead of using projection matrix in : E E — : — 9 ! i-we simply use the feature mean vector to measure the
subspace learning to build the relationship between the facial P o : L - distribution distance between the source and target feature sets
expression features and labels. Meanwhile, by using MMD Expression | | T e TR et (2)
criterion as regularization, we enforce the output of SWiRN i | FHEMI R minlXu™x 1. — LuTx.1 °
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with source and target samples as input, respectively, to have H : LED | e Ml G _p H U lins e
the same or similar feature distribution. \E ERCE BRI E : E By using Eq.(2) as the regularization term for Eq.(1), we will
> Results: SWiRN model achieves more promising performance o | o' EDlmli | EDimzi - iDlmz; | .+ arrive at the optimization problem as follows:
than recent proposed cross-database emotion recognition Samplles e L ol N . . 2

ml}nHLs — U'X,llz + A n—SUTXsls . U'X: 1| (3)
+4 2 It should be pointed out that different from subspace learning
3.Experiments \ version_ Eq.(3), the feature mean vector ba}sed reqgularization like
Original Feature Space S s By B - Eq.(2) I1s simultaneously applied on two hidden layers and hence

.. the final optimization problem of SWIRN becomes as follows:
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€ Small number of samples in source
database will results In insufficient
training of our model
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Results of the cross-corpus SER experiments in terms of UAR and WAR,
where the common emotion states (6 classes) are Angry, Disgust, Fear, Happy, Sad and Surprise.
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Sample Number: CK+(309) eNTERFACE(1287) Oulu-CASIA VI15(1440)
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1 Oulu-CASIAVIS 2403 2403 2500 2500 2674 2674 2549 2549 2833  28.33
€ More unlabeled target samples under Grants 61172185 and 61602345,

2 Oulu-CASIA VIS CK+ 29.52 A7.57 32.68 47.57 58.67/ 62.78 43.07 39.48 60.94 64.08 may aﬁect the dlscrlmlnant ablllty the App“C&thn FOundatIOn and
3 CK+ eNTERFACE ~ 1690 1694 5196 2129 2706 2395 1876 1880 2035  20.33 of SWIRN since the label Advanced Technology Research Project
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—1— samples Is so limited compared  Tekes Fidipro program and Infotech
5  eNTERFACE  Oulu-CASIA VIS 1840 1840 2035 2035 1722 1722 2695  26.95 with a large number of unlabeled Oulu
6 Oulu-CASIAVIS  eNTERFACE 1767 1772 1899 1904 1837 1841 1806 1810 20.86  20.84 target samples.
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