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Conclusions

● The variations of the speech during a free conversation, which are intended to
be assessed with the phone calls are suitable to assess the speech deficits of PD
patients.

● Data collection using Apkinson is still ongoing, thus in the near future we
expect to perform more experiments for further development of the mobile
application.

Figure 1: Architecture of the CNN implemented in this study

Data

● Train data: Speech utterances of 68 PD (Figure 2) patients and 50 HC subjects
balanced in age and gender are considered. The participants pronounce a
monologue according to their daily activities, with an average duration of
79.1±43.8 seconds.

● Test data: The speech of 17 PD patients was recorded using the Apkinson
mobile application. The participants were asked to make a phone call and
sustain an spontaneous conversation. The average duration of the recordings is
62.9±49.9 seconds.
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● Automatic classification of Parkinson's Disease (PD) patients is performed
considering speech recordings collected in non-controlled acoustic conditions
during normal phone calls in a unobtrusive way.

● A speech enhancement algorithm is applied to improve the quality of the
signals.

● Two different classification approaches are considered: the classification of PD
patients and healthy speakers (HC) and a multi-class experiment to classify
patients in different stages of the disease.

● Feature extraction: Phonation analysis is performed by extracting voiced
segments from the utterance. The articulatory capability of the patients is
evaluated with information from the onset/offset transitions. The prosody
features are based on duration, the 𝐹0 and the energy contour.

● Articulatory impairments are also modeled with a deep learning approach
based on Convolutional Neural Networks (CNNs). Chunks of signal are
transformed into a time-frequency representation using the short-time Fourier
transform (STFT) and used as input to a CNN (Figure 1).

● The automatic classification of PD patients and HC subjects is performed with
a Support Vector Machine (SVM) with margin parameter 𝐶 and a Gaussian
kernel with parameter γ.

Methods

Introduction

Figure 2: Histograms for the complete MDS-UPDRS-III score (left) and the
item related to speech (right). We define three classes according to the
histogram of the speech item: zero for low level speech impairments, one
for middle stage speech impairments, and greater than one for severe
speech deficits.

Experiments and results

● PD vs HC classification: The highest improvement is obtained for prosody
features. The results improve in up to 21% (absolute) when the recordings are
processed with the SE algorithm (Table 1).

● Multi-class experiment: For the test set, all of the speakers from Class 0 are
classified correctly, which indicates that the system is capable of identifying
healthy speech (Table 2).
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Features Original

ACC      SEN SPE      AUC

Speech enhancement

ACC      SEN SPE      AUC

Phonation 66 76 42 0.59 71 75 50 0.66

Articulation 58 68 20 0.61 71 81 50 0.61

Prosody 58 70 28 0.59 79 88 63 0.87

Fusion 66 88 14 0.66 62 75 32 0.62

CNN 61 82 0 0.53 58 76 14 0.54

Table 1: Results for classification of PD patients and HC subjects.
ACC (%): Accuracy. SEN (%): Sensitivity. SPE (%): Specificity. AUC: Area
under the ROC curve. Fusion: Combination of phonation, articulation, and
prosody features.

Train set

predicted class

Test set

predicted class

Target class Class 0 Class 1 Class 2 Class 0 Class 1 Class 2

Class 0 96 2 2 100 0 0

Class 1 53 38 9 50 0 50

Class 2 29 4 67 46 0 54

Table 2: Confusion matrix obtained for the classification with a multi-class
SVM. Feature space was reduced to only prosody features computed after
applying speech enhancement.


