
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The similarity is calculated using the match measure defined above. This shows 

that, under additive white Gaussian noise (AWGN), the peak still occurs on the 

diagonal signifying correct localization in the presence of AWGN. 

• Machine localization of sound 

sources is necessary for 

applications such as human-robot 

interaction, surveillance and 

hearing aids.  

 

• Adding more  microphones can 

help increase the localization 

performance. However, humans 

have an incredible ability to 

localize sounds with just two ears 

using two major cues i.e, interaural 

time difference (ITD) and interaural 

level difference (ILD).  

 

• Our objective is to localize a 

speech source from a binaural 

recording using ITDs and propose 

a new method using template 

matching of ITD histogram. 
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Reference templates are almost non-overlapping Similarity/Match matrices between reference templates (SNR = ∞) 
and templates at different SNRs with AWGN 

nf – Number of frames used for localization Generation: IPT is obtained by stacking the 

ITD histograms from each subband. The figure 

below shows IPTs for different directions at 

various SNRs. All the IPTs shown here are 

obtained using nf = 1000 i.e., a duration of 10s. 

Clean IPTs are used as the reference IPTs as 

they encode the direction dependent patterns 

without the interference of any noise or 

reverberation. These are obtained by 

convolving speech with the HRTFs from the 

CIPIC database [3]. 

Complexity of IPT generation  

IPT generation involves histogram 

computation. Given the lower limit (𝒍) and bin 

width (𝒃𝒘), the bin index 𝒊(𝒗) associated with 

a data point 𝒗 is given by the equation below 

 

 
 

 

Hence, the histogram computation is 𝑶(𝒏). 
 

 

 

• Approximates the human 

auditory filterbank. 
 

• 𝟑𝟐 equally spaced 

subbands w.r.t. the 

Equivalent Rectangular 

Bandwidth (ERB) scale 

are considered between 

𝟖𝟎Hz and 𝟓kHz. 
 

• This range covers most 

of the speech energy. 

 

• ITD is estimated as the 

delay with the maximum 

cross-correlation 

between the left and 

right subband outputs. 
 

• ITD (𝝉 ) is estimated in 

each of the 𝒏𝒇 frames & 

𝒏𝒔  subbands to obtain 

the spectrogram shown 

above. 

32 

filtered 

subband 
outputs 

Right 

ear 

GMMs are trained on the ITDs of each direction for each subband. 

Matching: Match between test IPT 𝑻𝒕𝒆𝒔𝒕 and 𝑻𝒌 

(reference IPT for the 𝒌𝒕𝒉 direction) is given by 

sum of the elements of their Hadamard product. 

Localization: Picking the direction with the 

maximum match. 

It can be seen above that the Hadamard product ( ) of reference 

templates of two different directions form a sparse matrix, suggesting 

that the patterns  are almost non-overlapping. 
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𝑖 𝑣 =
𝑣 − 𝑙

𝑏𝑤
 

𝒌∗ = argmax
𝑘

  𝑻𝒕𝒆𝒔𝒕 𝒃, 𝒊 × 𝑻𝒌 𝒃, 𝒊

𝒏𝒃

𝒃=𝟏

𝒏𝒔

𝒊=𝟏

  𝜽 = 𝜽𝒌∗ 

𝜽 𝒋 = 𝐚𝐫𝐠𝐦𝐚𝐱
𝜽𝒌

 𝐥𝐨𝐠(𝑷(𝝉𝒊,𝒋|𝜽𝒌, 𝒊))

𝒏𝒔

𝒊=𝟏

 

𝜽 = 𝐚𝐫𝐠𝐦𝐚𝐱
𝜽𝒌

  𝐥𝐨𝐠(𝑷(𝝉𝒊,𝒋|𝜽𝒌, 𝒊))

𝒏𝒔

𝒊=𝟏

𝒏𝒇

𝒋=𝟏

 

• This difference in the distance travelled causes 

interaural time difference (ITD) and level difference 

(ILD) between the two microphone signals.  
 

• Given omnidirectional microphones, an impulsive 

source will have frequency independent ITD & ILD. 
 

• However, in binaural recordings, reflections & 

diffractions caused by the head makes ITD & ILD 

frequency dependent. This dependency is 

captured by the Head Related Transfer Function 

(HRTF). 
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