
CROSS-MODALITY DISTILLATION: A CASE FOR CGANS
{SIDDHARTH ROHEDA?, BENJAMIN S RIGGAN†, HAMID KRIM?, AND LIYI DAI‡}

?NORTH CAROLINA STATE UNIVERSITY, RALEIGH, NC † U.S. ARMY RESEARCH LABORATORY, ADELPHI, MD
‡ARMY RESEARCH OFFICE, RTP, RALIEGH, NC

OBJECTIVES
Our goal is to safeguard detection/recognition
accuracy of a sensor network when some sensors
in the network are noisy, missing, or damaged by,

1. Exploiting prior knowledge about the rela-
tionship between sets of modalities.

2. Distilling knowledge from the missing
modalities into the model trained for deal-
ing with available modalities.

INTRODUCTION
The concept of a conditional Generative network
can be used, where the input to the generator is
the available modality, while the output is the tar-
getted feature space.
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(a): Original video frame, (b): Detection Probability when network was trained using just the video
frames, (c): Detection Probability when network was trained using proposed Cross-Modal distillation.
Red box marks true location of target
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Detection result on a frame captured from a different angle shows robustness of the proposed algorithm:
(a): Original video frame, (b): Detection Probability when network was trained using proposed Cross-
Modal distillation. Red box marks true location of target
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Results – Model trained by leveraging 
information from missing modality
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(a): Positive Patch, (b): Output from convolutional layer trained using video frames only, (c): Output
from convolutional layer trained using proposed Cross-Modal distillation, (d): Comparison between
real and corresponding generated features
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CONCLUSION
We proposed a CGAN based technique for cross-modal distillation that:

• Can generate representative features from unavailable modalities,
• Takes into account the pre-trained classifiers from unavailble modalities,
• Safeguards Detection accuracy when sensors with high discriminitive information are damaged.

DATASET
We use pre-collected data from a network of
seismic sensors, acoustic sensors, and video
cameras deployed in a field:

A sample video frame with a small human target

Samples from seismic (left) and acoustic (right)
sensors

Given these sensor observations, the objective is
to detect humans in the field.

PROPOSED MODEL
We extend the idea of Conditional Generative
Adversarial Networks to generate features with
highly discriminitive information, and modify
the original CGAN objective function to ensure
this:
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J(D,G) = V (D,G) + αCALoss
(FG, U) + βL2(FM , FG) (1)

Where,

V (D,G) = IEB~pdata(B),M(A)~pdata(M(A))[logD(B,M(A))]+

IEB~pdata(B),z~pz(z)[log(1−D(B, G(z,B)))] (2)

CLoss(X,L) =
∑
i

−lilogS(C(xi)) (3)

L2(FM , FG) =
∑
i

(fMi − fGi)
2 (4)
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