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 Motivation: In this paper, we investigate unsupervised cross-

corpus speech emotion recognition (SER). The training 

(source) and testing (target) speech signals come from two 

different corpora which may have different feature 

distributions and therefore lots of existing SER methods 

would not work. 

 

 Solution: (1) Construct a label space based on the label 

information provided by the source speech corpora to serve as 

the predefined common subspace for Domain-Adaptive 

Subspace Learning (DoSL). (2) Learn a projection matrix 

which transforms the source and target speech signals from 

the original feature space to a common subspace.  

Introduction 

Method 

Our DoSL aims at learning a projection matrix U to project the 

source speech feature matrix Xs from the original feature space 

to such common subspace spanned by the columns of Ls, which 

can be formulated as the following optimization problem: 

 min
𝐔
𝐋𝑠 − 𝐔𝑇𝐗𝑠 𝐹 (1) 

Enforce the projected source and target speech features share the 

similar distributions 
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(3) 

Optimization 

 DoSL model is solved by using inexact augmented Lagrange 

multiplier (IALM) method. More specifically, by introducing a 

auxiliary variable Q which satisfies U = Q, we convert the 

optimization problem of DoSL to a constrained one which can be 

expressed as: 
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(4) 

s. t. 𝐔 = 𝐐 

 
Subsequently, the Lagrange function of Eq. (4) can be obtained 

as follows: 

L 𝐔,𝐐, 𝐓, μ = 𝐋𝑠 − 𝐔𝑇𝐗𝑠 𝐹 + 𝜆1  𝐐
𝑇𝐗 𝑖
𝑠𝑡 2 

+ 𝜆2 𝐔
𝑇
2,1 + 𝑡𝑟 𝐓

𝑇 𝐔 − 𝐐 +
𝜇

2
𝐔 − 𝐐 𝐹

2  

 

(5) 
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,T is the Lagrange multiplier, 

and 𝜇 > 0 is the regularization parameter. 

Iteratively minimize the Lagrange function of Eq. (4) until 

convergence: 

1. Update Q 

2. Update U: 
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3. Update T and 𝜇 

𝐓 = 𝐓 + μ 𝐔 − 𝐐 , μ = max 𝜇𝑚𝑎𝑥, ρμ , 

 4. Check convergence: 𝑈 − 𝑄  ∞< 𝜖 

emotion_labels = argmin
𝑘
*,𝑈∗
𝑇𝑋𝑡-(𝑘, : )+ 

where,𝑈∗
𝑇𝑋𝑡-(𝑘, : 𝑗) means the 𝑘𝑡ℎ element of the 𝑗𝑡ℎ column 

(target speech signal) of the projected matrix 𝑈∗
𝑇𝑋𝑡 

Results and discussion 

Results of the cross-corpus SER experiments in terms of UAR 

and WAR, where the common emotion states (5 classes) are 

Angry, Disgust, Fear, Happy and Sad. 
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Minimizing the combination of the above objective functions 

in Eqs. (1) and (2) 

# Source 

Corpus 

Source 

Corpus 
SVM KMM KLIEP uLSIF DALSR DoSL 

UAR WAR UAR WAR UAR WAR UAR WAR UAR WAR UAR WAR 

1 EmoDB eNTERFACE 30.063 30.083 23.085 23.145 21.796 21.826 25.754 25.754 36.362 36.402 37.491 37.511 

2 eNTERFACE EmoDB 27.836 24.276 40.184 44.693 28.585 27.015 40.423 42.274 44.411 52.271 44.252 52.002 

3 EmoDB AFEW4.0 26.074 25.994 30.391 29.783 25.476 25.576 25.755 25.935 27.513 30.192 29.102 31.001 

4 AFEW4.0 EmoDB 29.875 35.025 38.172 46.813 27.416 31.376 36.254 44.384 37.333 47.802 39.661 50.001 

5 eNTERFACE AFEW4.0 20.805 18.396 23.793 25.723 18.666 18.605 22.614 21.214 24.672 27.701 24.831 26.202 

6 AFEW4.0 eNTERFACE 18.684 18.724 19.753 19.753 17.486 17.476 18.105 18.115 21.931 21.961 21.642 21.662 

 It is convincing that the limited label information provided by 

a small number of samples in source database will lead to low 

recognition rate. 

The data imbalance between source and target databases is an 

important factor which will affect the cross-cropus speech 

emotion recognition tasks. 
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