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Table 1 shows the results on ASVspoof 2017. The MFCC and Fbank features significantly outperform the CQCC feature. 
the GRU model with Fbank feature achieves the best EER of 9.81%, which outperforms the best feed-forward neural 
network by 19% relatively.

Experiment Result

Experiment Setup

➢ Database
ASVspoof2017 and BTAS2016 were used. 
Both the evaluation sets contain recordings with unknown replay conditions.

➢ Feature
CQCC:  30 coefficients (achieved the best on ASVspoof2015)
MFCC: 120 filters*, 30 cepstral coefficients
Fbank: 120 filters*
*Increasing to 120 filters significantly improve the recognition accuracy.

➢ Modelling
DNN: 11-frame context window, three hidden layers with 512 units and a softmax layer
RNN: three recurrent layers with 256 cells and a softmax layer, sequence categorical cross-entropy loss function

Table 2 shows the results on BTAS 2016. The best GRU model outperforms the best DNN model by 46% relatively.

➢ RNN for spoof detection

➢ Single Unit of LSTM and GRU
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