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Abstract

 Compared with unsupervised models, the supervised neural
networks usually generate more discriminative features.

 In text clustering, a typical unsupervised task, there are no
predefined labels for modeling training.

 To benefit from the discriminative ability of the supervised
neural networks, we propose a pseudo-supervised approach
for text clustering.

 Step 1: Consensus Samples Generation:

 Flowchart of the traditional text clustering method:

a) Align the cluster labels of two pre-clusterings ℂ𝟏 and ℂ𝟐 by
Kuhn-Munkres algorithm. (Maximum Weighted Bipartite
Matching)
b) The documents with consistent cluster labels in ℂ𝟏 and ℂ𝟐
are selected.

 Step 3: Clustering:

We utilize the trained RCNN to obtain the semantic

features 𝐡 for clustering.

Background

Pseudo-supervised Approach 

 Flowchart of the pseudo-supervised approach:

Cluster (1): 8 7
Cluster (2): 1 2 3
Cluster (3): 6 9 10

 Step 2: RCNN training:

The RCNN is trained on the consensus samples 𝔻consensus,

using the cluster labels as pseudo-labels for training.

Experiments

Dataset: Fisher English corpus (released by LDC),
which contains 11699 documents and involves 40
topics in total.

Experimental results:

(a) t-SNE of LDA features (b) t-SNE of LSA-LDA pseudo-
supervised features


