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INTRODUCTION

W H AT  I S  C R I M E  A N A LY S I S ?



A fundamental and one of the most challenging tasks in crime analysis is to find 
related crime series, which are committed by the same individual or group. 

WHAT IS THE GOAL IN CRIME ANALYSIS 



CRIME REPORTS

Crime incident reports (a.k.a. police 
reports) are a large source of data that 
contains rich information for detecting 
related crime series.

According to the crime analysts, the 
free-text narrative contains the most 
useful information form their 
investigation.



PROBLEM

Inspired by the idea of word2vec (word embeddings).

Find a distributed representations for the free-text narratives of the police reports, 
which map key information into a feature vector space that automatically captures 
the similarity of incidents. 



METHOD

E M B E D D I N G  U S I N G  G B R B M



OVERVIEW
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MODEL ESTIMATION

Likelihood

Contrastive 
Divergence
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EXPERIMENTS



EXPERIMENTS

The dataset contains five hand-labeled 
crime series that were identified as 
committed by five individual arrestees, 
and 441 randomly selected irrelevant 
crime cases.



EXPERIMENTS
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SUMMARY

Ø We have presented a novel approach for detecting crime series that are related, 
using embedding found by the Gaussian-Bernoulli Restricted Boltzmann Machine 
(GBRBM). 

Ø The GBRBM tends to map related cases (that share certain correlation in the raw 
feature) into features that are in the vicinity in the Euclidean space. 

Ø Our methods demonstrate very promising results on real police data and 
demonstrated that the feature embeddings can have advantages over the 
conventional text processing methods on detecting crime series in certain cases. 

Ø Ongoing work is to develop an online crime series detection algorithm on a larger
and self-increasing real dataset. 
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