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 3D-HEVC introduces a hierarchical 

structure subdivision using three units: 
coding unit (CU), prediction unit (PU) and 
transform unit (TU).. 

 The 3D High Efficiency Video Coding (3D-
HEVC) has recently been approved by the 
Joint Collaborative Team on 3D Video 
coding (JCT-3V) and standardized as an 
extension of HEVC. 
 

 3D-HEVC depth map intra size coding is a 
key factor in 3D video compression due to 
it complexity to select the best size. 
 

 This paper proposes an efficient texture 
intra size coding based on the clustering 
method and big data analysis. 

 

INTRODUCTION 

OVERVIEW OF 3D-HEVC  
INTRA SIZE CODING 

 Let I be a 2D image and I(x, y) a point of 
this image. At this point, the structure 
tensor is defined as follows: 

EXPERIMENTAL RESULTS 

 The coding performance is evaluated 
based on Bjontegaard. 

CONCLUSION 

 The proposed method presented in this work 
performs the big data analysis based on 
Automatic Merging Possibilistic Clustering 
Method to extract a CU size model decision 
for texture intra coding. Based on this model, 
we predict CU splitting flags and then reduce 
the computational complexity of the  encoder. 
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CLUSTERING ALGORITHM 
 

Clustering analysis is a method to find 
groups within data with most similar objects 
in the same cluster. Automatic Merging 
Possibilistic Clustering (AM-PCM) is a robust 
clustering method proposed by [1]. 

FEATURES SELECTION AND 
PROPODE METHOD 

1. Create data training from multiple 
sequences, where it composed by the 
64x64 CU (4000 vectors). 

2. For each CU we compute the Variance 
and  the ASMCV. 

3. Next we cluster this training data to get 
the center cluster totally of 976 cluster 
centers. 

4. Create our big data from all 64x64 CU 
from all test sequences including the 
variance, ASMCV and the size flag. 

5. Combine all big data with the cluster 
centers based on Euclidian distance. 

6. Compute the distribution of each size in 
each cluster center. 

7. Based on the distribution we combine the 
cluster centre how has the same 
distribution (Table 1). 

8. Create our texture intra size model. (Table 
2)  

 the experiments were carried out under 
the Common Testing Conditions (CTC) 
required by JCT-3V using the recent 
reference software HTM-16.2. 


