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B 4 languages
English (TIMIT), Czech, French, German (GlobalPhone)
B Encoder and decoder: 1-layered 100 LSTM Cells

B Segmentation gate: 2-layered 256 LSTM Cells

B Spoken term detection setup
1. Evaluation measure: mean average precision (MAP)
2. Queries: words cropped from training set utterances
3. Document archive: testing set utterances
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