LEARNING GAUSSIAN GRAPHICAL MODELS USING DISCRIMINATED HUB GRAPHICAL LASSO

Zhen Li, Jingtian Bai, Weilian Zhou
Department of Statistics, North Carolina State University

. . TRUE n=50 p=150 HGL n=50 p=150 DHGL n=50 p=150 TRUE n=50 p=200 HGL n=50 p=200 DHGL n=50 p=200 o
Objectives R eenl Computation
Learnine underlyine stochastic dependenc 5 ey o ° sooe, e | o
5 YIS = p M on s B, P %%%% . L . = Give “loose conditions” (A\; < Ao, A5 < A3) to
structures among different factors for the data: ol Mmoo o el T e -
k2 S A i RS A nodes in D
D R Ry = « Reduce to HGL in Tan et al. (2014) when D = &
+ 1 observations and p y%rlables, p > possible ° « Use Alternating Direction Methods of Multipliers
: 11
+ Assuming &y, -+, @, ~ Np(0, X) (ADMM) to solve the convex problem

Figure 1: True and estimated graphs (hubs are blue), with IC given (left three) and selected using Graphical Lasso (right three).
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Figure 2: Measures of performances when some (left two) or no hubs are known (right two), using DHGL (solid) or HGL (dashed).



